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1
The Feeling Machine

What does it mean to ask how biology makes us feel? We begin with a puzzle that will occupy us throughout this book:
the gap between what we can measure and what we experience.

You wake at 3 AM with your heart pounding. There was no night-
mare you can recall, no noise that startled you awake. But something
is wrong—you feel it in your chest, in the tightness behind your eyes,
in the way your thoughts begin racing before you’ve even opened
your eyes. Your mind scrambles to explain: Did I forget something
important? Is someone sick? Am I getting sick? The explanations feel
post-hoc, like stories you’re constructing to account for a feeling that
arrived before any thought.

Here is the puzzle that will occupy us throughout this book: some-
thing happened in your body—neurons fired, hormones released, mus-
cles tensed—and you experienced it as anxiety. What is the connection
between those molecular events and the subjective state you call “feeling
anxious”? This is not a rhetorical question, not a philosophical game to
be set aside when serious work begins. We can measure the cortisol in
your blood. We can record the electrical activity in your amygdala. We
can clock the interval between heartbeats with millisecond precision.
But how does any of that become the felt quality of dread?

The problem is not merely that we lack data. The problem is that
we’re not entirely sure what kind of answer we’re looking for. If I tell
you that your cortisol is elevated and your amygdala is hyperactive,
have I explained your anxiety? Or have I just provided correlates of
it—shadows on the cave wall rather than the thing itself? This chapter
is about learning to ask this question precisely, which turns out to be
harder than it sounds, and more important than you might think.

1.1 Fifteen Seconds of Terror

Let us begin with something we can measure.1 Consider what happens 1 The value of starting with concrete ob-
servation before theory is not merely ped-
agogical. It disciplines our thinking, forc-
ing us to explain what actually happens
rather than what our models say should
happen.
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in your body during the fifteen seconds after you hear an unexpected
loud noise—a car backfiring, a book falling from a shelf, a door slam-
ming when you thought you were alone.

Within 200 milliseconds—a fifth of a second, before you’re con-
sciously aware of anything except perhaps a vague sense of disruption—
your brainstem has already initiated a startle response. Your neck
muscles contract to protect your spine from a blow that hasn’t come.
Your eyes blink. Your shoulders pull inward. These are reflexes, hard-
wired by millions of years of evolution, requiring no thought and
admitting no deliberation. The acoustic signal travels from your cochlea
through the cochlear nucleus to the reticular formation in the brainstem,
which activates motor neurons directly. The whole loop takes about
30-50 milliseconds. You could not stop it if you tried.

By 500 milliseconds, half a second after the sound, your amygdala
has received information about what happened. It gets this information
two ways: a “low road” pathway directly from the thalamus, which
is fast but crude—it can distinguish loud from quiet, sudden from
gradual, but not much more—and a “high road” through auditory
cortex, which is slower but carries detailed information about what the
sound actually was. The amygdala, a pair of almond-shaped structures
buried deep in your temporal lobes, serves as something like a threat
detection center.2 If its rapid assessment concludes “threat,” it begins 2 I say “something like” because the

amygdala does more than detect threats—
it’s involved in processing many kinds
of emotionally significant stimuli. But
threat detection is among its central func-
tions, and the metaphor is useful as long
as we remember it’s a metaphor.

coordinating a broader response.
Within 1-2 seconds, the sympathetic nervous system is coming online.

The locus coeruleus, a tiny nucleus in your brainstem containing most
of the brain’s norepinephrine-producing neurons, increases its firing
rate. Norepinephrine floods into the cortex, enhancing alertness and
sharpening attention. Simultaneously, preganglionic sympathetic neu-
rons in your spinal cord activate postganglionic neurons that project to
target organs throughout your body. Your heart rate begins to climb—
from perhaps 70 beats per minute toward 90, then 100, potentially
higher if the threat seems serious. Your pupils dilate. Your airways
open. Your digestive system begins to shut down—there’s no time for
that now.

By 3-5 seconds, your adrenal medulla has released epinephrine—
what most people call adrenaline—into your bloodstream. This circu-
lating hormone reinforces everything the sympathetic nervous system
started. Blood vessels to your skeletal muscles dilate, preparing them
for action. Blood vessels to your skin and gut constrict, redirecting
blood flow. Your liver begins releasing glucose from its glycogen stores.
The whole organism is mobilizing for something it hasn’t yet identified.

Within 10-15 seconds, the hypothalamic-pituitary-adrenal axis has
been activated. Neurons in the paraventricular nucleus of your hypotha-
lamus release corticotropin-releasing hormone (CRH) into the portal
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blood supply that connects the hypothalamus to the pituitary. CRH
triggers release of adrenocorticotropic hormone (ACTH) from the ante-
rior pituitary into the general circulation. ACTH, in turn, stimulates
the adrenal cortex to synthesize and release cortisol. But cortisol won’t
reach peak levels for another 15-30 minutes—this is a slower system,
designed to sustain the stress response rather than initiate it.

All of this is physiology we can describe with considerable precision.
We know which neurons fire. We know which chemicals are released
and which receptors they bind. We know the kinetics—how fast sig-
nals propagate, how long effects last, what terminates them. We can
intervene pharmacologically, blocking specific receptors, and observe
the consequences. We can lesion brain structures in animal models and
see what changes. This is the territory of established mechanism, the
kind of knowledge that fills textbooks and passes replication tests.

Now: during those fifteen seconds, you also felt something. Startled,
then alert, then perhaps frightened or relieved depending on what you
determined the noise to be. Where in that molecular cascade did the
feeling happen? This is not a naive question. When your heart rate
climbed, did you feel afraid because your heart was racing, or did your
heart race because you felt afraid? And if the fear came first, where
was it, exactly, before it manifested in your body? These questions have
occupied physiologists for over a century. We still don’t have clean
answers.

1.2 The Orchestra and the Music

Let me offer a metaphor that we’ll return to throughout this book.3 3 A good metaphor isn’t just decora-
tive. It becomes a tool for thinking—
something you can manipulate, extend,
and test against new situations.

Consider an orchestra performing a symphony. We can describe ev-
erything that happens in purely physical terms: air pressure waves of
particular frequencies and amplitudes, produced by strings vibrating,
reeds oscillating, membranes resonating. We can trace the causal chain
from the conductor’s baton to the motion of a violinist’s bow to the
vibration of the string to the resulting sound wave. We can measure
every frequency, every overtone, every dynamic level. The physics is
complete.

And yet there is also the music. The melancholy of an adagio. The
triumph of a finale. The way a particular chord progression creates
tension that the next phrase resolves. These experiences are real—
anyone who has been moved by music knows they are real—but they
are not straightforwardly reducible to air pressure waves. A description
of the frequencies tells you everything about the physics and nothing
about the sadness.

The body is like the orchestra. The physiology—hormones, neuro-
transmitters, action potentials—is like the physics of air pressure. And
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the feelings are like the music. Our task in this book is to understand
the orchestra as thoroughly as we can, in the hope that understanding
will illuminate something about the music. But we should be honest
from the start: even a complete account of the orchestra might not
explain why the music sounds sad.

You might think this is just ignorance—that if we knew more about
brains, the problem would dissolve. Perhaps. But consider: we under-
stand the physics of sound waves completely, and this understanding
doesn’t resolve the question of what makes music beautiful. The prob-
lem isn’t missing information; it’s that two different kinds of description
are involved, and the relationship between them is genuinely puzzling.

1.3 James, Lange, and the Question of Order

In 1884, in an article titled “What Is an Emotion?,” the American
psychologist William James asked a question that still troubles us: what
comes first, the feeling or the bodily response?4 4 William James (1842-1910) was one of

the founders of American psychology,
brother to the novelist Henry James, and
a prose stylist who deserves more readers
than he has. His Principles of Psychology
remains rewarding.

Common sense suggests we feel afraid and then our body responds—
we see the bear, we feel fear, and then our heart races as we prepare to
flee. James argued that common sense has it backward. We perceive the
threat. Our body responds—automatically, reflexively, without waiting
for any feeling. And then we feel afraid as a result of perceiving our
bodily state. “We feel sorry because we cry,” he wrote, “angry because
we strike, afraid because we tremble.”

The Danish physiologist Carl Lange, working independently around
the same time, proposed a similar view. For Lange, the bodily changes
weren’t just necessary for emotion; they were sufficient. The feeling
was nothing more than the perception of visceral changes. Take away
the racing heart, the churning stomach, the tension in the muscles, and
there would be nothing left for “fear” to name.

The James-Lange theory, as it came to be called, put the body at the
center of emotional experience. It was bold, counterintuitive, and—as
critics soon pointed out—probably too simple.

Walter Cannon, working at Harvard in the 1920s, raised several
objections that still carry weight. First, visceral responses are too slow
to account for the rapidity of emotional experience. You can feel a flash
of anger in an instant; it takes several seconds for your heart rate to
climb significantly. Second, the same physiological state accompanies
very different emotions—fear and excitement both involve sympathetic
arousal, but they feel quite different. Third, patients with spinal cord
injuries, whose brain receives greatly reduced feedback from their body,
still report emotional experiences. If feelings were just perceptions of
bodily states, severing the connection should eliminate or drastically
alter them.
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The debate has never been fully resolved. Modern researchers have
proposed more sophisticated theories. Antonio Damasio’s “somatic
marker hypothesis” gives bodily feedback a central role in emotion and
decision-making, but acknowledges that the brain can generate “as if”
body states without actual peripheral changes. Lisa Feldman Barrett’s
constructionist approach argues that emotional categories are actively
constructed by the brain using interoceptive signals, prior experience,
and contextual information—we don’t passively read out our body
states but actively interpret them.

What’s instructive is not which theory is correct—that remains
contested—but how long this basic question has remained open. We’ve
understood the physiology of the stress response in considerable detail
for a century. We still argue about what it means for how we feel.

1.4 Levels of Description

Let us be more precise about the difficulty. Consider the following
hierarchy of description.

Molecular

Cellular

Circuit

Systems

Behavioral

Experiential
The gap

Figure 1.1: Levels of description in the
physiology of feeling. Arrow thickness
represents how well we understand the
connections between adjacent levels. The
dashed arrow marks the explanatory gap.

At the molecular level, we describe hormone binding to receptor,
receptor changing conformation, G-protein activating, second mes-
senger cascades initiating. This is the language of biochemistry. We
understand it well.

At the cellular level, we describe neurons integrating inputs, thresh-
olds being reached, action potentials propagating, neurotransmitters
being released. The connections between molecular and cellular levels
are reasonably clear—we understand how molecular events generate
cellular behavior.

At the circuit level, we describe information flow through neural
structures. The amygdala activates the hypothalamus. The hypotha-
lamus activates brainstem nuclei. Brainstem coordinates autonomic
outflow. We can trace these pathways anatomically and test them
functionally.

At the systems level, we describe the coordinated engagement of
multiple circuits. The stress response involves the HPA axis, the sym-
pathetic nervous system, immune modulation, metabolic changes, be-
havioral alterations—all working in concert.

At the behavioral level, we describe what the organism does. It
freezes or flees or fights. It approaches or avoids. It sleeps or wakes.
This is observable, quantifiable, repeatable.

At the experiential level, we describe what the organism feels. Anx-
iety, fear, relief, exhaustion. This is the level we ultimately want to
explain—and also the level where our frameworks struggle most.

The transitions between adjacent levels are not equally well under-
stood. From molecular to cellular, we have detailed mechanistic models.
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From cellular to circuit, we have good maps and reasonable theories.
From circuit to systems, things get harder but tractable. From behav-
ioral to experiential—here is where we falter. We can observe that
certain brain states correlate with certain reported experiences, but the
explanatory connection is obscure.

You might ask: isn’t this just a practical limitation? Don’t we simply
need more data, better imaging, finer-grained measurements?

Perhaps. But consider an analogy. We understand the physics of a
transistor completely—electron flow through semiconductor junctions,
switching behavior, everything. We understand how transistors are
combined into logic gates, gates into circuits, circuits into processors.
And yet if I show you the pattern of electrical activity in a computer
running a chess program, that pattern does not explain what it’s like
to plan a chess move. The computational description (“evaluating
possible futures, selecting the move with highest expected value”)
doesn’t reduce to the physical description, even though the physical
description is complete.

Something similar may be true of brains. The physiological descrip-
tion may be complete—every neuron accounted for, every connection
traced—and still not explain what it’s like to feel anxious. This is what
philosophers call the explanatory gap. Whether it’s a temporary limita-
tion or a permanent feature of how minds relate to brains is, frankly,
unknown.

1.5 Cortisol and the Feeling of Stress: A Worked Example

Let us trace one molecule through the levels, to see how far mechanism
takes us and where it begins to falter.5 5 I’ll use specific numbers throughout.

The point isn’t that you need to memorize
them—it’s that precision disciplines our
thinking and reveals where our knowl-
edge is solid versus shaky.

Cortisol is a steroid hormone synthesized in the zona fasciculata
of the adrenal cortex. The synthesis pathway begins with cholesterol,
which is converted through a series of enzymatic steps: cholesterol to
pregnenolone (by CYP11A1), pregnenolone to 17-hydroxypregnenolone
(by CYP17A1), 17-hydroxypregnenolone to 17-hydroxyprogesterone,
17-hydroxyprogesterone to 11-deoxycortisol (by CYP21A2), and finally
11-deoxycortisol to cortisol (by CYP11B1). The rate-limiting step is the
transport of cholesterol into mitochondria by the steroidogenic acute
regulatory protein, StAR. When ACTH binds to receptors on adrenal
cortex cells, it activates a cAMP cascade that increases StAR expression
and activity.

A healthy, unstressed person typically has morning cortisol levels
around 10-20 micrograms per deciliter—let’s say 15 µg/dL as a round
number. In molar terms, since cortisol has a molecular weight of about
362 g/mol, this is roughly 400-550 nanomolar. By evening, cortisol
drops to perhaps 3-8 µg/dL due to circadian rhythm.
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Now suppose this person undergoes the Trier Social Stress Test,
a standardized laboratory stressor that involves giving a speech and
performing mental arithmetic in front of evaluators. Over the next 30-45

minutes, their cortisol might rise to 25-35 µg/dL—roughly a doubling
from baseline. This increase has a characteristic time course: cortisol
begins rising about 10-15 minutes after stress onset, peaks around 20-40

minutes, and returns to baseline over the following 60-90 minutes.
Once released into the bloodstream, cortisol enters cells freely—it’s

lipophilic, so it passes through cell membranes without needing trans-
porters. Inside cells, it binds to two types of receptors. Mineralocorti-
coid receptors (MR) have high affinity for cortisol, with a dissociation
constant (Kd) around 0.5 nM—meaning they’re substantially occupied
even at basal cortisol levels. Glucocorticoid receptors (GR) have lower
affinity, with Kd around 5 nM—they become substantially occupied
only when cortisol rises above baseline.

When cortisol binds to GR, the receptor-hormone complex translo-
cates to the nucleus and acts as a transcription factor. It upregulates
genes encoding anti-inflammatory proteins (like lipocortin-1) and down-
regulates genes encoding pro-inflammatory cytokines. Importantly, it
also downregulates the genes for CRH and POMC (the precursor of
ACTH), providing negative feedback that eventually terminates the
stress response.

All of this is established physiology, supported by decades of re-
search. We know the molecular players, the binding constants, the time
courses, the feedback loops. We can predict how cortisol levels will
respond to various perturbations.

Now here is the question: someone with chronically elevated cortisol
often reports feeling anxious, unable to concentrate, sleeping poorly.
The correlation is robust across many studies. But why does cortisol
make someone feel anxious?

We can point to effects on the brain. The hippocampus, crucial for
memory and contextual learning, has abundant GRs and is exquisitely
sensitive to cortisol. Chronically elevated cortisol causes hippocam-
pal neurons to retract their dendrites, reducing synaptic connections,
and suppresses neurogenesis in the dentate gyrus. The amygdala,
by contrast, seems to become more active under chronic stress, with
enhanced dendritic branching in some subregions. The prefrontal
cortex, important for executive function and emotion regulation, also
suffers under chronic cortisol exposure—reduced dendritic complexity,
impaired working memory.

These are candidate mechanisms connecting hormone level to brain
state. But notice that we’ve moved from one set of observations (cor-
tisol level, receptor binding) to another set (dendritic morphology,
regional activity) without yet explaining the feeling. Why do retracted
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hippocampal dendrites feel like anything? Why does an overactive
amygdala feel anxious rather than, say, itchy? At some point the ex-
planations run out, and we’re left pointing at correlations. To return
to our metaphor: we’ve described the vibration of every string in the
orchestra, and we still haven’t explained why the music sounds sad.

This is the level of honesty this book will maintain. Mechanism
where we have it. Correlation where that’s all we have. And silence—or
explicit acknowledgment of uncertainty—where even correlation fails
us.

1.6 What We’re Not Claiming

Let me be explicit about what our framework does and does not commit
us to.

You might ask: “If we can’t fully explain how physiology becomes
feeling, why study the physiology at all?”

Because partial understanding is still understanding. We know that
thyroid hormone affects mood, that sleep deprivation impairs emo-
tional regulation, that certain drugs reliably alter subjective experience.
These connections are real and practically important even if the ulti-
mate explanation remains incomplete. A physician treating depression
doesn’t need to solve the hard problem of consciousness to help their
patient—but they do need to understand how serotonin systems work,
what SSRIs do, what side effects to expect. The knowledge is useful
even if incomplete.

You might ask: “Isn’t this just dualism? Aren’t you saying feelings
are somehow separate from the brain?”

No, though I understand why it might seem that way. The claim
is not that feelings float free of physiology—all available evidence
suggests they’re tightly coupled to it. The claim is that explaining that
coupling is harder than it might seem. When your amygdala activates
and you feel afraid, the feeling doesn’t happen somewhere else, in some
separate mental realm. It happens because of what’s going on in your
amygdala. But saying “because of” is not the same as explaining how
neural activity constitutes or produces or gives rise to felt experience.
That’s an epistemological observation—about what we can currently
explain—not a metaphysical claim about what exists.

You might ask: “How can you study feelings scientifically if they’re
subjective by definition?”

This is a real methodological challenge, not a gotcha. We can ask peo-
ple how they feel (self-report). We can observe their behavior and facial
expressions. We can measure physiological correlates. None of these
is a direct window into subjective experience—they’re all inferences.
But the same is true throughout science. We don’t observe electrons
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directly; we observe their effects and construct theories to explain those
effects. The situation with feelings is more difficult because we can’t
easily manipulate the subjective variable independently of its correlates,
but it’s not scientifically hopeless.

You might ask: “What about reverse inference—concluding that
because the amygdala is active, the person must be afraid?”

This is a trap we must be careful to avoid. The amygdala is active
during many states besides fear: during positive anticipation, during
uncertainty more generally, during attention to emotionally significant
stimuli regardless of valence. If we see amygdala activation in a brain
scan, we cannot conclude that the person is afraid. We can only con-
clude that something the amygdala cares about is happening. The
specificity of brain-region-to-experience mapping is much lower than
popular accounts suggest.6 6 This is sometimes called the “reverse

inference problem.” Forward inference—
predicting that fear will activate the
amygdala—is more reliable than reverse
inference—concluding that amygdala ac-
tivation implies fear.

You might ask: “What about animals? Do they feel things like we
do?”

Almost certainly they feel something—the physiology is too similar
across mammals to think otherwise. A rat has an amygdala, an HPA
axis, dopamine neurons, all responding in ways homologous to human
responses. Whether what they feel resembles what we feel is harder to
say. We’ll encounter this question when we discuss animal models of
emotion, and we’ll be honest about how much inference is involved.

1.7 The Problem of Other Minds in the Laboratory

There’s an old philosophical puzzle: how do you know that other peo-
ple actually experience anything at all? Perhaps they’re philosophical
zombies—behaviorally identical to conscious beings but with no inner
life, like very sophisticated automata. In everyday life, we set this
worry aside. Other people look like us, behave like us, claim to feel
things—we grant them the benefit of the doubt.

But in the laboratory, the zombie problem becomes practical. If you
want to study how physiology relates to feeling, you need access to
feelings. Your human subjects can tell you how they feel, but self-report
is noisy, biased by expectation and social desirability, limited by the
vocabulary available. People are not particularly accurate reporters
of their own inner states—they confabulate, rationalize, misattribute
causes.

For your animal subjects, the situation is worse. You cannot ask
a rat how it feels. (Believe me, many researchers have wished they
could; it would have saved decades of debate.) You can measure its
behavior—freezing, fleeing, lever-pressing—and infer emotional states,
but the inference requires assuming that certain behaviors map onto
certain feelings. When a rat freezes in response to a tone that has been
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paired with shock, we say it shows “fear-like behavior” and study the
neural circuits involved. We then generalize to human fear. But the
gap between freezing behavior and felt fear is substantial, and we often
forget it’s there.7 7 The neuroscientist Joseph LeDoux, who

has spent decades studying the amygdala
and fear circuits, has become increasingly
insistent that we should not equate de-
fensive behaviors with the conscious ex-
perience of fear. The circuits are not the
same thing as the feelings.

This isn’t just philosophical hairsplitting. It matters for every claim
we make connecting physiology to experience. When we say “this
circuit is involved in fear,” what we often mean is “when this circuit is
active, rats exhibit defensive behaviors, and we interpret those behaviors
as indicating a fear-like state.” The gap between that interpretation and
actual subjective experience is always there, usually unacknowledged.

We’ll try to acknowledge it. Not to be paralyzed by skepticism, but
to be honest about what our methods can and cannot tell us.

1.8 What We Don’t Know

Let me be candid about the boundaries of our knowledge, because
much of what passes for understanding in this field is speculation
dressed in the clothing of mechanism.

We don’t know how neural activity becomes conscious experience.
This is sometimes called the “hard problem” of consciousness, and
it’s genuinely hard. We can correlate patterns of brain activity with
reported experiences, but correlation is not explanation. Why does
activity in certain neurons feel like anything at all? Why does it feel
like this rather than that? We have no satisfying answer.

We don’t know why the same physiology sometimes produces differ-
ent experiences. Two people with identical cortisol levels might report
very different feelings—one anxious, one energized, one feeling nothing
in particular. The same person on different days might report different
feelings from the same physiological state. It’s as if two orchestras
could play identical notes and produce different music—which, come
to think of it, they can. Perhaps that should worry us. Individual
differences in experience vastly outstrip our ability to predict them
from physiology. This could reflect differences we’re not measuring
(receptor density, circuit connectivity, past experience) or it could reflect
something more fundamental about the relationship between body and
mind.

We don’t know how to study feelings without altering them. The act
of introspecting about how you feel changes how you feel. The act of
reporting your feelings requires translating something pre-linguistic
into words, and translation is never innocent. Laboratory settings
induce their own feeling states. These aren’t just methodological nui-
sances; they might be telling us something important about the nature
of subjective experience.

We don’t know how much of what we know from animal models
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applies to human experience. Rats and humans share much physiology,
but they presumably differ in experience. A rat’s fear might be simpler,
less entangled with worry about the future and regret about the past.
Or it might be more similar to ours than we imagine. We don’t know,
and we probably can’t know—not with current methods.

These are not temporary limitations soon to be resolved. They are
hard problems that have resisted solution for as long as humans have
thought systematically about mind and body. We should be humble
about our prospects for solving them.

1.9 The Road Ahead

We’ve established our central question: how does biology make us feel?
We’ve seen that the question is harder than it might appear, that there’s
a genuine gap between physiological description and experiential de-
scription, and that different levels of description connect more or less
smoothly.

But we’ve been speaking abstractly. What actually are these hor-
mones and neurotransmitters we keep mentioning? How do they carry
information from one cell to another? What happens when a chemical
signal reaches its target? To understand the physiology of feeling, we
need to understand the language the body speaks.

In the next chapter, we turn to signal transduction: the molecular
machinery that translates chemical messages into cellular responses.
We’ll see how hormones differ from neurotransmitters, how receptors
discriminate among signals, and how the specificity of the body’s com-
munication system makes complex regulation possible. The orchestra
metaphor will return—but now we’ll be examining the instruments.

And yet, even as we prepare to dive into molecular detail, we should remember the puzzle that sent us there. Understanding the
instruments is not the same as understanding the music. We study the physiology because it’s where feelings happen—in neurons and
synapses and hormonal cascades, not floating free of them. But we should not mistake understanding the mechanism for understanding
the experience. The gap will accompany us throughout this book, sometimes narrowing to a crack we can almost see across, sometimes
widening into an abyss. That’s the nature of the subject. We are feeling machines, and neither word in that phrase can be dropped
without loss.





2
The Language of Signals

Before we can understand how biology makes us feel, we need to understand how biological signals work. This chapter
examines the molecular machinery of communication—hormones, neurotransmitters, and the receptors that detect them.

Consider two ways to send a message across a city. You could
whisper to the person sitting next to you—the signal travels inches,
arrives instantly, and fades within seconds. Or you could climb to a
rooftop and shout through a megaphone—the signal reaches farther,
takes longer to arrive (sound travels at finite speed), and echoes off
buildings long after you’ve stopped shouting.

Your body uses both strategies. A neurotransmitter released at a
synapse acts within milliseconds, affecting one or a few nearby neurons,
then is cleared within tens of milliseconds. A hormone released into
the bloodstream may take minutes to reach its targets, affect millions of
cells throughout the body, and linger for hours. The whisper lets you
pull your hand from a hot stove before you consciously register pain.
The rooftop shout coordinates the whole-organism response to threat,
mobilizing resources from liver to lymphocytes, preparing you to deal
with whatever comes next.

Neither system alone could produce the richness of human feeling.
Fast signals without slow ones would give reflexes without context.
Slow signals without fast ones would give moods without moments.
It is from the interaction of whisper and shout—millisecond synaptic
events shaped by hour-long hormonal tides—that the temporal texture
of experience emerges. You feel not just afraid but increasingly afraid,
not just calm but gradually calming. These dynamics require both
timescales.

This chapter is about the molecular machinery that makes both
kinds of signaling possible. We will trace specific molecules from their
synthesis to their receptors, work through the mathematics of binding,
and confront a puzzle that should trouble us: the same molecule can
mean entirely different things depending on who is listening.
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2.1 From Cholesterol to Crisis: The Life of Cortisol

Let us begin with a concrete example, traced in sufficient detail that
you could almost follow along in a biochemistry lab.1 We will follow 1 The value of working through specific

examples is not merely pedagogical. It
forces us to confront what we actually
know versus what we merely gesture at.
Vague claims about “hormonal signaling”
dissolve when you try to put numbers on
them.

cortisol from its birth in the adrenal gland to its action in a hippocampal
neuron.

The story begins with cholesterol—that much-maligned molecule
that graces every health article with an air of menace but is actually
essential for life. (Your cell membranes would collapse without it; you
would become, quite literally, a puddle.) In the cells of the adrenal
cortex, specifically in the middle layer called the zona fasciculata, choles-
terol is the raw material from which cortisol is built. But cholesterol sits
outside the mitochondria, where the first synthetic enzyme waits. The
rate-limiting step in cortisol synthesis is not any enzymatic reaction but
simply getting cholesterol across the mitochondrial membrane. This
transport is mediated by a protein called StAR (steroidogenic acute
regulatory protein), and it is StAR that ACTH ultimately controls.

When ACTH arrives from the pituitary, it binds to receptors on the
adrenal cell surface and triggers a cascade of cyclic AMP signaling that
increases StAR expression. More StAR means more cholesterol reaches
the mitochondria. Once there, a series of enzymatic conversions begins.
CYP11A1 cleaves the side chain of cholesterol to produce pregnenolone.
CYP17A1 adds a hydroxyl group at position 17. HSD3B2 converts the
3-beta-hydroxyl to a ketone and shifts a double bond. CYP21A2 adds
another hydroxyl at position 21. Finally, CYP11B1 adds the crucial
hydroxyl at position 11 that makes cortisol cortisol rather than some
other steroid.

The whole synthesis pathway takes several minutes once activated.
This is important: cortisol is not stored in vesicles waiting to be released.
It is manufactured on demand. The adrenal gland cannot dump a
large bolus of cortisol instantly; it must synthesize what it releases.
This biochemical fact constrains the temporal dynamics of the stress
response.

Once synthesized, cortisol enters the bloodstream. But here is a detail
that matters enormously for its signaling properties: most circulating
cortisol is not free. About 90% is bound to corticosteroid-binding
globulin (CBG, also called transcortin), and another 5% is loosely bound
to albumin. Only about 5% is free—and only free cortisol can enter cells
and bind receptors. Under basal conditions, this free fraction amounts
to roughly 10-30 nanomolar.2 2 These numbers vary considerably de-

pending on time of day, individual varia-
tion, and measurement technique. I use
round numbers for clarity, not because
the precision is spurious.

The bound fraction serves as a buffer and reservoir. If free cortisol
is suddenly consumed (by entering cells, being metabolized, or being
excreted), bound cortisol dissociates to replace it. This buffering extends
cortisol’s effective half-life to 60-90 minutes—far longer than it would
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be if all cortisol were free.
Now our cortisol molecule arrives at a hippocampal neuron. Unlike

peptide hormones, which must bind to receptors on the cell surface
because they cannot cross the fatty membrane, cortisol is lipophilic. It
dissolves readily in the membrane and simply diffuses through. No
receptor is needed to get the signal inside; the signal walks through the
wall.

Inside the cell, cortisol encounters its receptors. The glucocorticoid
receptor (GR) sits in the cytoplasm, held in an inactive state by a com-
plex of chaperone proteins—HSP90, HSP70, and several others. When
cortisol binds, it triggers a conformational change. The chaperones re-
lease. A nuclear localization signal, previously hidden, is now exposed.
The cortisol-GR complex begins its journey to the nucleus.

This journey takes perhaps 5-10 minutes. In the nucleus, the receptor
dimerizes—it pairs with another cortisol-GR complex—and binds to
specific DNA sequences called glucocorticoid response elements. These
sequences, scattered throughout the genome, are the addresses to which
cortisol’s message is delivered. Depending on the gene, binding may
increase transcription (upregulation) or decrease it (downregulation).

The effects of these transcriptional changes unfold over hours. Mes-
senger RNA must be produced, exported from the nucleus, translated
into protein by ribosomes. The proteins must fold, be modified, reach
their destinations. The full physiological effect of a cortisol signal
arrives long after the molecule first bound its receptor.

Compare this to what happens when glutamate—the brain’s main
excitatory neurotransmitter—binds to an AMPA receptor at a synapse.
Glutamate is released from a presynaptic vesicle. It diffuses across the
20-nanometer synaptic cleft in microseconds. It binds to the AMPA
receptor, which is itself an ion channel. Binding causes the channel to
open within microseconds. Sodium ions flood into the postsynaptic
neuron, depolarizing it. The glutamate unbinds and the channel closes
within a few milliseconds. Total event duration: under 10 milliseconds.

Here, then, is the thousand-fold difference in timescale that shapes
so much of what we feel. Neurotransmitters at ionotropic receptors
operate in milliseconds. Steroid hormones acting through transcription
operate in hours. Both are “signals,” but they occupy utterly different
temporal niches. The fast signals carry information about what is
happening now. The slow signals adjust the organism’s overall state—
its metabolic readiness, its inflammatory tone, its baseline sensitivity to
other signals.
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2.2 The Mathematics of Reception

You might ask: how strongly does a signal act? If cortisol levels rise,
how much of the response machinery gets activated? These questions
have precise answers, grounded in the thermodynamics of molecular
binding.

Let us work through the mathematics.3 Consider a ligand L (our 3 The equations that follow are not dec-
oration. They allow us to calculate, and
calculation disciplines thought. A claim
like “the receptor is mostly occupied” be-
comes meaningful only when you can
put a number on “mostly.”

signaling molecule) and a receptor R. They can bind to form a complex
LR:

L + R 
 LR

The rate at which complexes form depends on how often ligand and
receptor collide, which depends on their concentrations:

Rate of formation = kon[L][R]

The rate constant kon (the “on rate”) is typically 106 to 108 per molar
per second for biological ligands. The rate at which complexes fall
apart depends on how many complexes exist:

Rate of dissociation = koff[LR]

The rate constant koff (the “off rate”) varies enormously—from 10−4

per second for tight-binding hormones to 102 per second for fast-
dissociating neurotransmitters.

At equilibrium, formation and dissociation balance:

kon[L][R] = koff[LR]

Rearranging gives us the dissociation constant:

Kd =
koff
kon

=
[L][R]
[LR]

(2.1)

The Kd has units of concentration (molar) and represents the ligand
concentration at which half the receptors are occupied. This is perhaps
the single most important number characterizing a signaling system.
A smaller Kd means tighter binding—less ligand is needed to achieve
half-maximal response.

[L]

Occupancy

0

0.5

1.0
High affinity

Low affinity

Figure 2.1: Receptor occupancy versus
ligand concentration. The high-affinity
receptor reaches half-maximal occupancy
at lower concentrations.

For cortisol, we have a beautiful natural experiment. The gluco-
corticoid receptor has a Kd of approximately 5 nanomolar. The min-
eralocorticoid receptor—which also binds cortisol, despite its name
suggesting it prefers aldosterone—has a Kd of about 0.5 nanomolar, ten
times tighter.4

4 In tissues where aldosterone should
act specifically, an enzyme called 11-
beta-hydroxysteroid dehydrogenase type
2 converts cortisol to cortisone, which
doesn’t bind MR. This is how the body
achieves specificity despite the promiscu-
ous binding.

Let us calculate receptor occupancy. If we have a ligand concentration
[L] and want to know what fraction of receptors are bound, we use:

Fractional occupancy =
[L]

[L] + Kd
(2.2)
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At basal cortisol—say, 20 nM free cortisol on a typical morning—
what fraction of each receptor type is occupied?

For the mineralocorticoid receptor (Kd = 0.5 nM):

Occupancy =
20

20 + 0.5
=

20
20.5

≈ 0.98

Ninety-eight percent occupied. The MR is essentially saturated at
normal cortisol levels.

For the glucocorticoid receptor (Kd = 5 nM):

Occupancy =
20

20 + 5
=

20
25

= 0.80

Eighty percent occupied. Substantial, but with room to increase.
Now suppose a stressor elevates free cortisol to 100 nM. What hap-

pens?
For MR: 100/(100 + 0.5) = 0.995, or 99.5%. Barely changed from

98%.
For GR: 100/(100 + 5) = 0.95, or 95%. A meaningful increase from

80%.
This is the key insight: the MR system is already saturated at basal

levels. It cannot respond much to stress-induced cortisol surges. The
GR system has dynamic range—it can detect and respond to cortisol
elevations. The two receptors, despite binding the same molecule,
occupy different functional niches. MR handles tonic, baseline cortisol
signaling. GR handles phasic, stress-responsive signaling.

The mathematics tells us something profound: a signaling system’s
sensitivity is determined not just by whether ligand and receptor can
bind, but by how the physiological concentration range compares to the
Kd. A receptor with Kd far below normal ligand levels is always on. A
receptor with Kd far above normal levels is mostly off. Only receptors
with Kd near the operating concentration can respond proportionally
to changes. The Kd is like a radio tuned to a particular frequency band;
it determines what the receptor can hear.

2.3 Otto Loewi’s Dream

You might ask: how do we know that nerves communicate chemically
at all? The answer involves one of the most famous experiments in
neuroscience, and a dream.5 5 The story of Loewi’s dream has been

repeated so often that it has acquired
the patina of legend. The basic facts ap-
pear in Loewi’s own accounts, though
some details may have been polished
over retellings.

In the early twentieth century, physiologists debated whether synap-
tic transmission was electrical or chemical. Electrical transmission
seemed simpler: the nerve impulse could simply jump across the gap
between neurons. Chemical transmission seemed more complicated:
the nerve would have to release some substance that then affected the
next cell. Both camps had adherents; neither had definitive proof.
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Otto Loewi, an Austrian pharmacologist working in Graz, had sus-
pected since 1903 that transmission might be chemical. But he couldn’t
think of an experiment to test it. Then, in the spring of 1921, he woke
in the night with an idea. He scribbled some notes, went back to sleep,
and in the morning could not decipher what he had written. (Loewi
would later describe his handwriting as “illegible.” One suspects he
was being kind to himself.) The next night, the idea returned. This time,
he went directly to his laboratory at 3 AM to perform the experiment
before it could escape again.

The setup was elegant in its simplicity. Loewi isolated two frog
hearts: one with its vagus nerve intact, the other denervated. He
bathed each heart in Ringer’s solution, a salt solution that keeps tissues
alive. He stimulated the vagus nerve of the first heart electrically. As
expected from prior work, this slowed the heart’s beating—the vagus
nerve was known to have an inhibitory effect on heart rate.

Then came the crucial step. Loewi transferred the Ringer’s solution
from around the first heart to the chamber containing the second heart.
The second heart also slowed down.

Something in the fluid—released from the nerve endings when
the vagus was stimulated—was causing the effect. The signal was
chemical. Loewi called it “Vagusstoff,” literally “vagus stuff.” It was
later identified as acetylcholine.

The experiment demonstrated three principles that still guide our
understanding of neural signaling. First, nerves release chemical sub-
stances. Second, these substances diffuse through extracellular fluid to
reach their targets. Third, the effect depends on the receptors present—
only cells with acetylcholine receptors respond to acetylcholine. The
Ringer’s solution from around the first heart would have no effect on a
tissue lacking muscarinic acetylcholine receptors.

Loewi received the Nobel Prize in 1936, shared with Henry Dale,
who had characterized acetylcholine’s pharmacology. The principle of
chemical neurotransmission was established. But it would take another
half-century to characterize the full roster of neurotransmitters and
their receptors, and we are still discovering new signaling molecules
today.

What’s striking, if you pause to consider it, is how recently we
understood these basic facts. Loewi’s experiment was less than a
century before doctors began prescribing SSRIs to millions of patients.
The molecular details of serotonin signaling were worked out in the
1980s and 1990s. We are still in the early days of understanding how
these chemical signals relate to subjective experience. The confidence
with which we speak of “chemical imbalances” and “neurotransmitter
deficiencies” can obscure how young and incomplete this knowledge
actually is.
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2.4 The Serotonin Story

Let us trace another signaling event in detail: what happens when sero-
tonin binds to the 5-HT1A receptor, one of the most studied receptors
in neuroscience because of its relevance to anxiety and depression.

Serotonin—also called 5-hydroxytryptamine, abbreviated 5-HT—is
synthesized from the amino acid tryptophan. In a serotonergic neu-
ron (found mainly in the raphe nuclei of the brainstem), tryptophan
is first converted to 5-hydroxytryptophan by the enzyme tryptophan
hydroxylase. This is the rate-limiting step. A second enzyme, aro-
matic amino acid decarboxylase, then removes a carboxyl group to
produce serotonin. The whole synthesis takes seconds once tryptophan
is available.

The newly synthesized serotonin is pumped into synaptic vesicles
by a transporter called VMAT2 (vesicular monoamine transporter 2). A
single vesicle contains roughly 3,000 to 10,000 serotonin molecules. The
vesicles cluster near the presynaptic membrane, waiting.

When an action potential arrives, voltage-gated calcium channels
open. Calcium floods into the terminal. This calcium triggers the fusion
of vesicles with the plasma membrane, releasing their contents into the
synaptic cleft. The process is called exocytosis, and it happens within a
millisecond of the calcium signal.

The released serotonin diffuses across the synaptic cleft—a distance
of perhaps 20 nanometers, traversed in microseconds. It then encounters
receptors on the postsynaptic membrane. Here is where things get
complicated, because there are at least 14 distinct serotonin receptor
subtypes, grouped into 7 families. The same serotonin molecule can
have opposite effects depending on which receptor it binds.

The 5-HT1A receptor is a G-protein coupled receptor, meaning it
doesn’t form an ion channel itself but instead activates intracellular
signaling cascades through a G-protein intermediary. When serotonin
binds—with a Kd around 1-2 nanomolar, quite tight—the receptor
activates a Gi/Go protein.

Let us put numbers on what happens next. The activated G-protein
splits into an alpha subunit and a beta-gamma dimer. The alpha subunit
inhibits adenylyl cyclase, reducing the production of cyclic AMP. Cyclic
AMP normally activates protein kinase A (PKA), so less cAMP means
less PKA activity. PKA phosphorylates dozens of target proteins, so its
inhibition has widespread effects on the cell’s biochemistry.

Meanwhile, the beta-gamma subunits directly activate G-protein
coupled inwardly rectifying potassium channels (GIRKs). Potassium
ions flow out of the cell, hyperpolarizing it. Hyperpolarization makes
it harder for the neuron to fire action potentials. The net effect is
inhibitory: the postsynaptic neuron becomes less excitable.
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The timescale here is intermediate—slower than ionotropic trans-
mission (milliseconds) but faster than transcriptional effects (hours).
G-protein signaling unfolds over hundreds of milliseconds to seconds,
and the effects can persist for tens of seconds after the ligand has
dissociated.

Here is a wrinkle that matters clinically: 5-HT1A receptors are found
not only on postsynaptic neurons but also on the serotonergic neurons
themselves, where they function as autoreceptors. When serotonin
activates these autoreceptors, it tells the serotonin neuron to reduce its
own firing. This is negative feedback: more serotonin in the synapse
leads to less serotonin release.

This explains a puzzle about antidepressants. SSRIs (selective sero-
tonin reuptake inhibitors) block the transporter that normally clears
serotonin from the synapse. Blocked reuptake means more serotonin
lingers longer. You might expect this to immediately increase seroton-
ergic transmission. But patients typically don’t feel better for 2-4 weeks.
Why?

Initially, higher serotonin levels activate autoreceptors, actually re-
ducing serotonergic firing. Only after days to weeks of sustained
high serotonin do the autoreceptors downregulate—their expression
decreases, their sensitivity diminishes. With autoreceptors no longer
suppressing firing, the increased serotonin can finally have its full ef-
fect on postsynaptic targets. The clinical timeline reflects this receptor
adaptation, not simple pharmacokinetics.

2.5 What Does a Signal “Mean”?

You might ask—and this is a question that should trouble us—what
does it mean to say that serotonin “signals” something? The molecule
itself doesn’t carry information the way a telegram does. It’s just a
molecule, blindly binding to whatever receptors it encounters.

Consider: when serotonin binds to a 5-HT1A receptor, the result
is inhibition (via Gi signaling and GIRK activation). When the same
serotonin molecule binds to a 5-HT2A receptor on a different neuron,
the result is excitation (via Gq signaling and phospholipase C activation).
When it binds to a 5-HT3 receptor—the only serotonin receptor that is
itself an ion channel—the result is fast excitation through sodium and
calcium influx.

The same molecule. The same “message,” if we want to use that
word. Opposite effects.

The meaning of a signal, it turns out, lies entirely in the receiver.
The signal itself is semantically empty. It’s just a shape that fits certain
locks. What happens when the lock opens depends entirely on what’s
on the other side of the door.
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This should make us deeply cautious about claims like “serotonin
causes happiness” or “dopamine causes pleasure.” These molecules
don’t cause anything by themselves. They participate in systems where
the effect depends on which receptor subtypes are present, how densely
those receptors are expressed, what downstream signaling cascades
they engage, the current state of the cell, and the broader circuit context.
A molecule that inhibits one neuron and excites another cannot be
straightforwardly mapped onto a single subjective state.

You might say: “Yes, of course, it’s complicated, but surely there’s
some net effect that serotonin systems have on mood?” Perhaps. But
notice how much work “net effect” is doing in that sentence. Serotonin
is released in many brain regions, acting on many receptor subtypes,
in many cell types, with effects that interact in ways we don’t fully
understand. Saying serotonin affects mood is like saying sound affects
emotion—true, but nearly empty without specifying which sounds, at
what volume, in what context.

We can describe the signaling mechanisms precisely. We know the
binding constants, the second messenger cascades, the ion channel
kinetics. But reading subjective states from patterns of receptor activa-
tion remains beyond us. The gap between mechanism and experience
persists.

2.6 Multiple Channels, One Message?

Let us push further on this question of meaning. You might ask: if a
signal’s meaning depends on the receiver, how does the body coordinate
a coherent response to anything?

Consider the stress response we traced in the previous chapter. A
threatening situation activates multiple signaling systems in paral-
lel: norepinephrine from the locus coeruleus, epinephrine and nore-
pinephrine from the adrenal medulla, cortisol from the adrenal cortex,
CRH from the hypothalamus. Different molecules, different timescales,
different mechanisms. And yet the organism’s response feels unified—a
coherent state of alarm rather than a jumble of unrelated changes.

The coordination comes not from the signals themselves but from
the architecture of the system. Evolution has wired the receivers so that
these parallel signals produce complementary effects. Norepinephrine
increases alertness in the cortex. Epinephrine increases heart rate
and blood glucose. Cortisol sustains these changes and modulates
immune function. Each signal acts on its own timescale, through its
own mechanisms, but the overall system is designed so that these
effects reinforce each other.

The whisper and the shout are saying the same thing, but in different
languages appropriate to their audiences. The fast neurotransmitter
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signals adjust neural activity moment to moment. The slower hormonal
signals adjust metabolic and immune readiness over minutes to hours.
Both are part of a single coordinated response, but their mechanisms
are as different as a phone call and a letter.

You might ask: “Doesn’t this just push the problem back a level?
Instead of asking how signals carry meaning, now we’re asking how
the system is organized so that signals have coherent effects.” Yes,
exactly. And that’s progress. The meaning isn’t in the molecule; it’s in
the system. We don’t understand subjective experience better by staring
at dopamine molecules. We understand it better—if we understand it
at all—by understanding how systems of signals interact with systems
of receivers to produce coherent organism-level responses.

2.7 The Speed Limit of Feeling

Let us work through one more quantitative example to see how signal-
ing kinetics constrain what we can feel and when.

You might ask: how fast can you feel something? The question
seems odd, but it has an answer grounded in signaling physics.

The fastest neural signals—action potentials in myelinated axons—
travel at roughly 100 meters per second. In a human body about 2

meters tall, the longest neural paths take about 20 milliseconds to
traverse. Add synaptic delays (about 1 millisecond per synapse) and
processing time, and the fastest reflexes we can measure take about
50-100 milliseconds.

But conscious experience is slower. Visual stimuli take about 150

milliseconds to produce reportable awareness. Auditory stimuli are
somewhat faster, around 100 milliseconds. The difference reflects the
processing time required to construct a coherent percept from raw
sensory data.

Now consider hormonal signals. Epinephrine released from the
adrenal medulla reaches the heart in about 10 seconds (blood circulation
time). Its effect on heart rate begins within 30 seconds and peaks over
1-2 minutes. Cortisol, as we traced, takes 15-30 minutes to reach peak
levels and hours to exert its full transcriptional effects.

This means different aspects of an emotional response unfold on
different timescales, and these timescales are determined by biophysics,
not by the “importance” of the response. You startle (brainstem reflex,
50 milliseconds) before you’re aware you’ve been startled (cortical
processing, 150 milliseconds), before your heart rate climbs substantially
(epinephrine, 30-60 seconds), before your cortisol peaks (HPA axis, 20-
30 minutes).

The subjective experience of emotion—a racing heart, a sense of
dread, the slow return to calm—is not an instantaneous snapshot. It’s a
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temporal composition, like a piece of music, with different instruments
entering at different times according to their own internal clocks. The
signaling kinetics we’ve discussed are the tempo markings in that score.

2.8 Receptor Diversity and Individual Difference

You might ask: if we all have the same neurotransmitters and hormones,
why do we feel so differently? Part of the answer lies in receptor
diversity.

Consider: humans have genes for over 800 G-protein coupled re-
ceptors, including multiple receptor subtypes for every major neuro-
transmitter. The serotonin system alone has 14 receptor subtypes. The
dopamine system has 5. Norepinephrine has at least 9. Each receptor
subtype has its own signaling properties, its own distribution across
brain regions, and its own regulation by experience.

Moreover, receptor expression varies between individuals. Some peo-
ple express more 5-HT1A receptors in their prefrontal cortex than others.
Some have genetic variants that alter receptor function—polymorphisms
that change binding affinity, G-protein coupling efficiency, or receptor
trafficking. These differences aren’t large enough to cause disease, but
they may be large enough to affect baseline mood, stress reactivity, or
response to drugs.

Twin studies suggest that about 40-50% of the variance in traits like
anxiety and depression is heritable. Some of this heritability likely
reflects variation in receptor genes and their regulatory elements. The
same serotonin levels might produce quite different subjective states
depending on the receptor landscape those molecules encounter.

This is humbling. We can describe signaling mechanisms in exquisite
detail and still not predict how a given person will feel in a given situa-
tion. The mechanisms are necessary for the feeling, but not sufficient
to explain it. Individual differences in receptor expression and function
add a layer of complexity that bulk measurements of neurotransmitter
levels cannot capture.

2.9 Beyond Simple Keys and Locks

I have presented signaling as ligand binding to receptor, receptor ac-
tivating cascade, cascade producing effect. This is useful as a first
approximation, but nature is messier. Let us consider some complica-
tions, because oversimplifying would be dishonest.

First, receptors don’t just sit passively waiting for ligands. They can
be regulated in many ways: phosphorylated by kinases (often chang-
ing their sensitivity or their interaction with G-proteins), internalized
into the cell (reducing their availability at the surface), degraded and
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resynthesized (changing their total number over hours to days). Recep-
tor regulation is one way the system adapts to sustained signals—the
autoreceptor downregulation we discussed during SSRI treatment is an
example.

Second, many receptors can adopt multiple active conformations,
each with different signaling properties. A ligand might preferentially
stabilize one conformation over another—so-called “biased agonism.”
Two drugs that both activate the same receptor might produce quite dif-
ferent effects if they stabilize different conformations. This complicates
any simple story about what a receptor “does.”

Third, receptors don’t act in isolation. They exist in membranes
alongside other receptors, scaffolding proteins, and signaling molecules.
They form complexes—dimers, oligomers—that may have different
properties than the isolated receptor. The cellular context matters as
much as the receptor itself.

Fourth, the same signaling cascade can produce different effects
depending on the cell type, its developmental history, and its current
state. Activating protein kinase A in one neuron might open ion
channels; in another it might regulate gene expression; in a third it
might affect the cytoskeleton. The cascade is not the effect; the effect
depends on what targets are available.

These complications don’t invalidate what we’ve discussed—the
basic principles of ligand-receptor binding, equilibrium kinetics, and G-
protein signaling remain correct and useful. But they should inoculate
us against overconfidence. When someone claims that a particular
subjective state results from activity at a particular receptor, we should
ask: which receptor conformation? With what downstream targets?
In what cells? Regulated how? The full story is always more complex
than the headline.

2.10 The Orchestra Returns

Let us return to the metaphor from the previous chapter. If the body
is an orchestra, the signaling molecules we’ve discussed are not quite
the instruments. They’re more like the conductor’s gestures—the beats
and cues that coordinate the performance.

A conductor’s downbeat doesn’t make sound by itself. It tells the
violins when to bow, the timpani when to strike, the brass when to
breathe. The sound comes from the instruments responding to the cue.
Similarly, a hormone doesn’t make anything happen by itself. It tells
cells when to change their behavior, and the effect comes from the cells
responding to the signal.

And just as the same conductor’s gesture means different things to
different sections of the orchestra—the violins play their part, the cellos
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theirs—the same signaling molecule means different things to different
cells. Cortisol tells liver cells to release glucose and immune cells to
dampen inflammation. The gesture is the same; the response depends
on who’s receiving it.

The orchestra metaphor also helps with a subtler point. We’ve been
speaking as if there are signals and receivers, as if these are separate
things. But in the body, receivers are also senders. A neuron that
receives a serotonin signal may release dopamine in response. A liver
cell that receives a cortisol signal may release glucose, which becomes a
signal to the pancreas. The orchestra doesn’t just receive the conductor’s
cues; the musicians listen to each other, adjusting their playing in real
time.

This is why “neurotransmitter X causes feeling Y” claims are so
problematic. No signaling molecule acts in isolation. Each is part
of a web of interactions where causes and effects spiral through the
system in ways that make linear causal claims oversimplified at best.
We’re trying to explain the music by pointing at one musician’s bow
motion. It’s not wrong—the bow motion is necessary for that voice in
the music—but it misses almost everything that matters.

2.11 What We Don’t Know

Let me be explicit about the limits of our current understanding.
We don’t know why particular signaling patterns produce particular

subjective experiences. We can trace the mechanisms exquisitely—this
ligand binds that receptor, activates this cascade, changes these ion
currents—and we still don’t know why it feels like anything, or why it
feels like this rather than that. The explanatory gap remains.

We don’t know how to integrate across scales. We understand
molecular events in milliseconds, circuit dynamics in seconds, hormonal
rhythms in hours, and behavioral patterns in days. We don’t have a
good framework for understanding how these timescales interact to
produce the particular temporal texture of subjective experience.

We don’t know how individual differences in receptor expression and
function relate to individual differences in experience. The genetic and
epigenetic variation is clearly there. The connection to felt experience
is largely inferential.

We don’t know how much of what we know about signaling in
rodents applies to signaling in humans. The molecules are often the
same, but the circuits are different, the regulatory mechanisms may
differ, and the subjective experience is inaccessible.

These are not limitations soon to be overcome. They reflect deep
challenges in connecting mechanism to experience. We should neither
despair (the mechanisms are still worth understanding) nor overclaim
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(the mechanisms do not, by themselves, explain the experience).

2.12 Toward the Inner Sense

We’ve traced signals from synthesis to reception, worked through
the mathematics of binding, and confronted the puzzle of how the
same molecule can mean different things to different cells. We’ve seen
that signaling operates on multiple timescales, from the millisecond
flicker of ionotropic transmission to the hour-long tide of transcriptional
regulation. And we’ve seen why simple claims about neurotransmitters
causing feelings are almost always too simple.

But we’ve been speaking as if signals arrive from outside and cells
respond. Where do the signals come from in the first place? What
tells the adrenal gland to release cortisol, the locus coeruleus to release
norepinephrine, the raphe nuclei to fire their serotonergic projections?

Often, the answer is: other signals from the body. The brain is not
merely issuing commands to the periphery; it is constantly listening to
the periphery, monitoring heart rate and blood pressure, gut motility
and blood glucose, muscle tension and inflammation. This monitoring—
the body sensing itself—is called interoception, and it provides much
of the raw material for what we experience as feelings.

In the next chapter, we examine how the body listens to itself. We’ll
trace the neural pathways that carry information from the viscera to
the brain, and we’ll confront a question that has occupied physiologists
since William James: how much of what we feel is just the perception
of our own bodily states?

The language of signals is, in the end, a language without fixed meanings. The same word can command or calm, excite or inhibit,
depending on who is listening and how they’ve been taught to respond. Perhaps this should not surprise us. Human language works
much the same way—the word “fire” means something different to a firefighter, a ceramicist, and a military commander. The difference
is that in the body, the listeners evolved alongside the speakers, their responses shaped by millions of years of selection to produce
organisms that feel, and act, and survive. The meaning is not in the signal. It’s in the system that signal and receiver have become
together.
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Sensing the Inner World

You know when you’re hungry, when your heart is pounding, when something feels wrong inside. This awareness of the
body’s internal state is called interoception, and it may be more fundamental to your emotional life than you realize.

Close your eyes for a moment. Can you feel your heart beating?
Don’t take your pulse—that’s cheating. Just attend to your chest, or
perhaps your neck or wrist, and see if you can detect the rhythm of
your own circulation.

Some people can do this easily. They feel each beat as a subtle thump,
a pressure, a presence. Others feel nothing at all—their hearts beat
just as reliably, but the sensation never reaches awareness. And here is
what’s curious: this difference in bodily awareness seems to matter for
emotional life. People who can accurately count their heartbeats tend
to experience emotions more intensely. They report stronger feelings.
They show larger physiological responses to emotional stimuli.

Now attend to your breathing. This is easier—the chest rises and
falls, the air moves past your nostrils. You can feel it without trying.
But notice how your attention changes the thing observed. When you
attend to your breath, you probably breathe differently than you did a
moment ago, when you weren’t thinking about it. The act of sensing
the inner world is not entirely passive.

This chapter examines interoception: how the body senses itself.
We will trace the neural pathways from visceral organs to brain, work
through a specific example in quantitative detail, and confront a puzzle
that has occupied physiologists for over a century: how much of what
we call emotion is simply the perception of our own bodily states?
The answer turns out to be “more than you might think, but less than
William James hoped.”
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3.1 The Weather Station Metaphor

Before we dive into anatomy, let us establish a way of thinking about
interoception that we can return to throughout the chapter.1 1 Extended metaphors are not merely dec-

orative. They provide scaffolding for
organizing new information and recog-
nizing patterns that might otherwise be
missed.

Imagine the body as a vast territory—mountains and valleys, rivers
and plains—and imagine that scattered throughout this territory are
weather stations. Each station monitors local conditions: temperature,
humidity, barometric pressure, wind speed. The stations report their
readings to a central meteorological office, which integrates them into
a picture of the territory’s overall state.

The weather stations are interoceptors: sensors distributed through-
out the body that monitor internal conditions. The meteorological office
is, roughly speaking, a set of brain structures including the nucleus
of the solitary tract, the parabrachial nucleus, and ultimately the in-
sular cortex. The integrated picture is what we experience as bodily
feeling—the background sense of how things are going inside.

Like weather stations, interoceptors don’t all measure the same
thing. Some detect mechanical stretch (how full is the stomach? how
distended are the blood vessels?). Others detect chemical conditions
(what’s the pH of the blood? how much oxygen? how much carbon
dioxide?). Still others detect temperature, inflammation, or tissue
damage. The central office must integrate all these different types of
reports into a coherent assessment.

And like weather reports, interoceptive signals can be ignored, at-
tended to, or misinterpreted. You can go hours without noticing your
bladder until suddenly its signals become impossible to ignore. You can
misinterpret the racing heart of caffeine as the racing heart of anxiety.
The raw sensory data does not interpret itself; the brain must construct
meaning from it, and that construction can go wrong.

Let us now examine a specific weather station in detail, and trace its
reports all the way to the central office.

3.2 The Baroreceptor: A Case Study in Visceral Sensing

To brainstem

Carotid sinus

Common carotid

Internal carotid

Arrows show stretch
when pressure rises

Figure 3.1: The carotid sinus, showing
baroreceptor nerve endings embedded in
the arterial wall. When blood pressure
rises, the vessel wall stretches, deforming
the nerve endings and triggering action
potentials.

Consider what happens when your blood pressure rises. Perhaps
you’ve just climbed a flight of stairs, or received startling news, or
simply stood up too quickly. Something in your body must detect
this change and coordinate a response. Without such detection, blood
pressure could rise unchecked until vessels burst, or fall until organs
starve for oxygen.

The sensors responsible are called baroreceptors, and the most im-
portant ones reside in the carotid sinus—a slight bulge in the internal
carotid artery, located just above where it branches from the common
carotid, roughly at the angle of your jaw. You can find the spot by
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pressing gently on your neck just below the corner of your mandible.2 2 Don’t press too hard. Sustained pres-
sure on the carotid sinus can trigger a
reflex that slows your heart dramatically,
causing dizziness or fainting. Massage
therapists and martial artists know this;
doctors use it therapeutically to terminate
certain abnormal heart rhythms.

Similar receptors exist in the aortic arch, the great vessel leaving the
heart.

What, exactly, are these baroreceptors? They are mechanoreceptors—
sensory neurons that respond to mechanical deformation. Their nerve
endings are embedded in the arterial wall, woven among the smooth
muscle cells and elastic fibers that give the vessel its structure. When
blood pressure rises, the artery expands slightly. This stretches the wall,
which deforms the nerve endings embedded within it.

Let us trace what happens at the molecular level. The nerve end-
ings contain stretch-sensitive ion channels—proteins embedded in the
cell membrane that open when the membrane is mechanically dis-
torted. When the arterial wall stretches, these channels open. Positively
charged ions (mainly sodium) flow into the nerve ending, making the
inside less negative. If this depolarization is large enough, it triggers an
action potential—the all-or-nothing electrical signal that neurons use to
communicate over distances.

The baroreceptor neurons fire in proportion to the degree of stretch.
Higher blood pressure means more stretch, more channel opening,
more frequent action potentials. At normal resting blood pressure—
around 120/80 mmHg—a carotid baroreceptor might fire at 20-40 Hz.
At elevated pressure, the firing rate increases, perhaps to 60-80 Hz. At
very low pressure, firing may cease altogether.

You might ask: “If higher pressure produces more frequent firing,
how does the brain know the difference between pressure rising and
pressure already high?” Excellent question. Part of the answer is that
baroreceptors adapt. When pressure steps up and stays up, the firing
rate initially jumps, then gradually declines toward (but not to) baseline.
The receptors are most sensitive to changes in pressure, not absolute
levels. This is like a weather station that reports “pressure is rising”
more reliably than “pressure is 1013 millibars.”

3.3 From Periphery to Brainstem

Now let us follow the baroreceptor signal as it travels toward the brain.
The cell bodies of the carotid baroreceptor neurons reside in the petrosal
ganglion, a small cluster of sensory neurons at the base of the skull.
Their axons bundle together to form part of the glossopharyngeal nerve
(cranial nerve IX). Aortic baroreceptors similarly send axons via the
vagus nerve (cranial nerve X).

Both nerves enter the brainstem and terminate in the nucleus of
the solitary tract—the NTS, a long, thin structure running through the
medulla oblongata like a strip of territory on a map. The NTS is the
central office for visceral information. Baroreceptors report here, but so
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do taste receptors (via a different part of the glossopharyngeal nerve),
chemoreceptors monitoring blood oxygen and carbon dioxide, stretch
receptors from the lungs, and afferents from the entire gastrointestinal
tract.

The NTS is organized topographically. Cardiac afferents terminate
in one subregion, respiratory in another, gastrointestinal in another.
But there is also convergence: many NTS neurons receive input from
multiple organ systems, integrating information across the viscera. This
is where the weather reports begin to be compiled into a regional
picture.

From the NTS, the baroreceptor information travels two paths that
serve different purposes.

The first path is the reflex arc. The NTS sends projections to other
brainstem nuclei that control autonomic outflow. If blood pressure is
too high, the NTS activates parasympathetic neurons in the nucleus
ambiguus, which send signals via the vagus nerve to slow the heart.
Simultaneously, the NTS inhibits sympathetic neurons in the rostral
ventrolateral medulla, reducing signals that constrict blood vessels.
The result: heart rate drops, vessels dilate, blood pressure falls. This
baroreceptor reflex operates continuously, beat by beat, keeping blood
pressure within a narrow range. You are almost never aware of it.

The second path is ascending—the route to awareness. From the
NTS, projections reach the parabrachial nucleus in the pons. From
there, signals travel to the thalamus (specifically, the ventromedial
posterior nucleus), and from the thalamus to the insular cortex. It is
this ascending pathway that makes interoceptive awareness possible.

Let us pause on this point, because it reveals something important.
The same baroreceptor signals that trigger automatic, unconscious
reflexes also provide the raw data for conscious bodily awareness. The
divergence happens at the NTS: one path leads to reflex control, the
other to cortical processing. The same weather report serves both the
automatic thermostat and the human resident reading the display.

3.4 The Interoceptive Highway

Let us now expand our view from the single baroreceptor pathway
to the broader system of interoceptive signaling. The vagus nerve—
the “wandering nerve,” named for its meandering course through the
body—is the principal highway for visceral afferents.

Here is a number that should surprise you: approximately 80% of
vagal fibers are sensory, carrying information from the body to the brain.
We tend to think of the nervous system as issuing commands to the
body, but the vagus is mostly listening. The body has much to say.

The vagal afferents originate in diverse tissues: stretch receptors in
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Figure 3.2: The interoceptive pathway.
Vagal and glossopharyngeal afferents
synapse in the nucleus of the solitary
tract (NTS), then ascend through the
parabrachial nucleus and thalamus to the
insular cortex. A parallel reflex pathway
(dashed) enables unconscious autonomic
regulation.

the lungs that monitor inflation, chemoreceptors in the carotid body
that monitor blood oxygen and carbon dioxide, mechanoreceptors in the
stomach and intestines that signal distension and motility, nociceptors
in visceral organs that detect damage or inflammation. These are the
weather stations distributed throughout the territory, each reporting on
local conditions.

Not all visceral information travels via the vagus. Afferents from the
bladder, colon, and reproductive organs take spinal routes, their cell
bodies in dorsal root ganglia rather than the nodose ganglion. Some
visceral pain—particularly from organs below the diaphragm—reaches
the brain via these spinal pathways, terminating in the dorsal horn of
the spinal cord before ascending.

But whether via vagus or spinal cord, the information converges.
From the NTS and spinal cord, interoceptive signals ascend through
the parabrachial nucleus to the thalamus, and from the thalamus to the
insular cortex. This is the interoceptive highway, and we can think of it
as progressively building a more integrated picture at each relay.

At the NTS, the picture is fragmented—separate reports from sepa-
rate organs. At the parabrachial nucleus, emotional valence may begin
to be added: is this sensation pleasant or unpleasant? Urgent or ignor-
able?3 At the thalamus, the signals are processed for relay to cortex. 3 The parabrachial nucleus has extensive

connections to the amygdala and other
structures involved in emotional process-
ing. Lesions here can disrupt the normal
aversive response to unpleasant visceral
stimuli.

And at the insular cortex, the weather reports are finally compiled into
something like a forecast: a representation of the body’s overall state
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that can inform conscious experience and decision-making.

3.5 The Insula: Where Body Becomes Feeling

The insular cortex is buried in the lateral sulcus, hidden from view if
you look at the brain’s surface. You would have to spread apart the
frontal and temporal lobes to see it—a concealed island (“insula” is
Latin for island) of cortical tissue that has become central to theories of
emotion.

Neuroimaging studies consistently show insular activation during
interoceptive tasks. When subjects attend to their heartbeat, the insula
lights up. When they experience emotions—fear, disgust, anger, joy—
the insula activates. When they make risky decisions involving bodily
consequences, the insula responds. The correlation is so robust that
some researchers have called the insula the “interoceptive cortex.”

But let us be careful about what this means. The insula is not a
simple readout of body state. If it were, insular activity would correlate
tightly with physiological measures like heart rate or cortisol levels. It
doesn’t. Insular activity correlates better with subjective reports of bodily
sensation and emotion than with objective physiological measures. The
insula seems to construct a model of bodily state, and this model can
diverge from the body’s actual condition.

You might ask: “If the insula constructs a model rather than pro-
viding a direct readout, what inputs inform that construction?” The
answer is: everything. The insula receives not only ascending inte-
roceptive signals but also input from prefrontal cortex (expectations,
context), amygdala (emotional significance), hippocampus (memory),
and sensory cortices (exteroceptive context). The insular representation
of body state is shaped by what you expect to feel, what you’ve felt
before in similar situations, and what’s happening around you.

This is crucial for understanding how interoception relates to emo-
tion. The same physiological state—a rapid heartbeat, sweaty palms—
might be constructed as anxiety in one context and excitement in
another. The interoceptive signal is ambiguous; the context provides
the interpretation. The weather station reports elevated activity, but
whether that means a storm is brewing or an adventure is beginning
depends on the larger forecast.

3.6 You Might Ask

Let us pause to address questions that may have arisen.
You might ask: “If interoception is so important for emotion, what happens

to people who can’t sense their bodies well?” The evidence here is suggestive
but not definitive. Individuals with low interoceptive accuracy—poor at
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tasks like heartbeat counting—tend to have more difficulty identifying
and describing their emotions, a condition called alexithymia. They
report vaguer, more diffuse emotional states. Some studies find they
make worse decisions in gambling tasks that rely on “gut feelings.” But
the causal direction is unclear: perhaps poor interoception causes emo-
tional difficulties, or perhaps some third factor (like anxiety) impairs
both interoceptive attention and emotional clarity.

You might ask: “Can you improve interoception through training?” Some
evidence suggests yes. Mindfulness meditation, which involves sus-
tained attention to bodily sensations, has been associated with improved
interoceptive accuracy and increased insular gray matter. But the effects
are modest, and not everyone shows improvement. Like any sensory
skill, interoceptive ability probably has both trainable and constitutional
components.

You might ask: “What about internal senses that don’t seem to reach aware-
ness at all—like blood glucose levels?” The brain does monitor many
parameters that rarely become conscious. Glucose levels are sensed by
neurons in the hypothalamus, influencing feeding behavior and energy
metabolism. Osmolarity is monitored by neurons in circumventricular
organs—brain regions where the blood-brain barrier is incomplete, al-
lowing neurons to directly sample blood composition. These chemical
senses are vital for homeostasis but typically operate below the thresh-
old of awareness. You don’t feel your blood sugar; you feel hungry,
which is a construction that may or may not accurately reflect blood
sugar.

You might ask: “Is there a difference between sensing the body and sensing
the self?” This is a philosophical question that we will return to at the
chapter’s end. For now, note that interoception provides information
about the body, but the body is not identical to the self. You have
a body; whether you are a body is a separate question. The insula
constructs a representation of bodily state, but this representation is
one input among many to the construction of self-experience. Patients
with certain lesions can have intact interoception but disturbed sense
of body ownership, and vice versa.

You might ask: “What about the gut-brain axis I keep reading about?” The
enteric nervous system—the “brain in the gut”—contains over 100 mil-
lion neurons and can coordinate digestive function semi-autonomously.
It communicates with the central nervous system via the vagus nerve,
and there is growing evidence that gut microbiota influence this signal-
ing, affecting mood and behavior. Whether this makes “gut feelings”
more than a metaphor remains speculative. The gut certainly sends sig-
nals to the brain; whether those signals contribute to intuitive judgment,
as the folk psychology suggests, is unproven.
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3.7 William James and the Body’s Role in Emotion

We have now traced the pathways by which the body reports its state to
the brain. But what does the brain do with this information? Here we
encounter a debate that has occupied physiologists and psychologists
for over a century.

In 1884, William James published an essay titled “What is an Emo-
tion?” His answer was radical: an emotion is the perception of bodily
changes. “Our natural way of thinking about these emotions,” James
wrote, “is that the mental perception of some fact excites the mental
affection called the emotion, and that this latter state of mind gives rise
to the bodily expression.” In other words: we see a bear, feel afraid,
and then tremble.

James proposed to invert this sequence. “My thesis, on the contrary,
is that the bodily changes follow directly the perception of the exciting
fact, and that our feeling of the same changes as they occur IS the
emotion.” We see a bear, our body responds, and our perception of
that bodily response is what we call fear. We don’t tremble because
we’re afraid; we’re afraid because we perceive ourselves trembling.

The Danish physiologist Carl Lange independently proposed a simi-
lar theory around the same time, and their combined view is known as
the James-Lange theory of emotion. It makes interoception central to
emotional experience: if emotions are perceptions of bodily states, then
interoception is the sensory modality of emotion.

The theory generated testable predictions, and in the 1920s, Walter
Cannon set out to test them. His objections were influential.

First, Cannon argued, visceral changes are too slow. Emotional
experiences arise quickly—you feel afraid the moment you see the
bear—but autonomic responses take seconds to minutes to develop
fully. The effect seems to precede its alleged cause.

Second, visceral responses are too undifferentiated. Fear and anger
both produce increased heart rate, elevated blood pressure, and cate-
cholamine release. If emotion is the perception of visceral state, why
do these similar states feel so different?

Third, artificially inducing visceral changes doesn’t produce gen-
uine emotions. Cannon’s student Gregorio Marañón injected subjects
with epinephrine and asked what they felt. Most reported physical
symptoms—racing heart, trembling—but said they felt “as if” they were
afraid, not actually afraid. The body was aroused, but the experience
lacked emotional quality.

Fourth, separating the viscera from the central nervous system
doesn’t eliminate emotion. Cannon and his student Philip Bard per-
formed experiments on cats with severed spinal cords, disconnecting
visceral feedback. The cats still showed emotional behaviors: rage,
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fear responses. If emotion required interoception, how could emotion
survive without it?

These objections were not entirely fair to James, who had been
careful to include skeletal muscle sensations (not just visceral ones)
and who never claimed that all emotions were purely peripheral. But
Cannon’s critique shifted the field. For decades, the dominant view
held that emotions were generated centrally, in the brain, with bodily
responses as mere accompaniments rather than constituents.

Modern research has partially rehabilitated James. The evidence that
interoception contributes to emotional experience is now strong—we
reviewed some of it above. But the relationship is more complex than
James imagined. Bodily signals are one input to emotional experi-
ence, but they are interpreted in context, shaped by expectation, and
integrated with cognitive appraisal. The racing heart can be fear or
excitement or caffeine; what it feels like depends on how the brain
interprets it.

Antonio Damasio’s somatic marker hypothesis is perhaps the most
influential modern descendant of James-Lange. Damasio proposes that
bodily states—or the brain’s representation of potential bodily states—
guide decision-making by marking options with emotional significance.
When you consider a risky choice, your body may generate a subtle
response (or your brain may simulate such a response), and this somatic
marker influences your decision before you consciously deliberate. This
gives interoception a functional role beyond mere feeling: it helps us
navigate a complex world using accumulated bodily wisdom.

Lisa Feldman Barrett’s constructionist theory goes further. She ar-
gues that the brain constructs emotions from interoceptive sensations
combined with conceptual knowledge. There are no innate, discrete
emotion circuits; rather, the brain uses interoceptive signals as raw
material and concepts as blueprints to construct emotional experiences.
The same interoceptive pattern might be constructed as fear, excitement,
or anxiety depending on the concept applied. This makes interoception
necessary but not sufficient for emotion: the body provides the what;
the brain provides the interpretation.

We need not adjudicate between these theories here. What matters
for our purposes is that all of them give interoception a central role.
The debate is not whether bodily sensing contributes to emotion, but
how.

3.8 Measuring Interoceptive Accuracy: A Worked Example

Let us turn from theory to measurement. How accurately can people
sense their own bodies? This question has spawned a research literature,
and the most common paradigm is the heartbeat counting task.
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The procedure is straightforward. A subject sits quietly while their
heartbeat is recorded via electrocardiogram or pulse oximetry. They are
instructed to silently count their heartbeats during specified intervals—
say, 25 seconds, 35 seconds, and 45 seconds—without taking their pulse
or any external measure. They must rely entirely on internal sensation.
At the end of each interval, they report their count.

Interoceptive accuracy is calculated by comparing the reported count
to the actual count. A common formula is:

IA = 1− |actual heartbeats− counted heartbeats|
actual heartbeats

(3.1)

This yields a score between 0 and 1, where 1 indicates perfect accu-
racy.

Let us work through a concrete example with actual numbers.4 4 Worked examples discipline our think-
ing. It’s easy to nod along to formulas;
computing reveals whether we really un-
derstand.

Suppose a subject completes three counting intervals with the following
results:

Interval Duration Actual beats Reported beats
1 25 s 32 28

2 35 s 44 38

3 45 s 58 49

For interval 1:

IA1 = 1− |32− 28|
32

= 1− 4
32

= 1− 0.125 = 0.875

For interval 2:

IA2 = 1− |44− 38|
44

= 1− 6
44

= 1− 0.136 = 0.864

For interval 3:

IA3 = 1− |58− 49|
58

= 1− 9
58

= 1− 0.155 = 0.845

Mean accuracy: (0.875 + 0.864 + 0.845)/3 = 0.861
This subject has moderately good interoceptive accuracy. Notice that

accuracy declined slightly with longer intervals—a common finding, as
errors accumulate over time.

How does this compare to the population? Studies report mean accu-
racy scores ranging from 0.6 to 0.7, with substantial individual variation.
Some people score below 0.3 (barely better than chance); others exceed
0.9 (highly accurate). The distribution is roughly continuous—there are
no distinct “good” and “bad” interoceptor types, just a spectrum.

What predicts performance? Several factors correlate with heartbeat
detection accuracy:

Heart rate variability. Subjects with higher beat-to-beat variability in
heart rate tend to be more accurate, perhaps because larger variations
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provide a stronger signal. If your heart beats at a metronomic 70 bpm,
there’s less to detect than if it fluctuates between 65 and 75.

Cardiac output. Stronger contractions produce more mechanical
sensation—more vibration transmitted through the chest wall, more
pulsation in peripheral vessels.

Body composition. Higher body mass index predicts lower accuracy,
possibly because more tissue between heart and skin attenuates the
signal.

Attention and anxiety. Anxious individuals often show heightened
interoceptive attention—they monitor their bodies intensely—but not
necessarily better accuracy. In fact, anxiety can impair accuracy, perhaps
because anxious monitoring detects noise as well as signal.

Age. Accuracy tends to decline with age, though the reasons are
unclear. Arterial stiffening, reduced cardiac output, and neural changes
may all contribute.

There is a critical caveat: the heartbeat counting task measures one
specific interoceptive ability. Someone poor at detecting heartbeats
might be excellent at detecting gastric distension or respiratory load.
Interoception is not a single faculty but a collection of related sensory
channels, each with its own peripheral receptors, afferent pathways, and
cortical representations. Accuracy in one channel does not guarantee
accuracy in others.

3.9 The Weather Station Returns

Let us return to our metaphor, now enriched by what we’ve learned.
The body is a territory, and interoceptors are weather stations dis-

tributed throughout. But unlike actual weather stations, which report
on an objective external world, interoceptors report on a world they are
part of. The act of sensing changes the thing sensed—not dramatically,
but enough to matter. When you attend to your breathing, you breathe
differently. When you monitor your anxiety, you may become more
anxious. The observer is inside the system being observed.

Moreover, the weather reports do not speak for themselves. The cen-
tral office—the brain—must interpret them, and interpretation depends
on context, memory, and expectation. The same report of “elevated
activity in the cardiac weather station” might be interpreted as fear,
excitement, exertion, or illness depending on what else the office knows.
A racing heart at the gym means something different from a racing
heart in a dark alley.

This makes the forecasting enterprise difficult. The brain is trying
to predict what the body will need next, using reports from sensors
embedded in the thing being predicted, filtered through interpretive
processes shaped by past experience. It’s as if the meteorological office



46 claude opus 4.5

were itself located in the storm system, and the forecasters remembered
how storms felt last time, and the act of worrying about rain made it
more likely to rain.

No wonder we sometimes misread our own bodies. No wonder
the anxious person interprets benign sensations as threats, or the alex-
ithymic person can’t translate sensations into emotions at all. The
interoceptive system is not a simple thermometer; it’s a complex con-
struction process where errors can enter at every level.

3.10 Body Ownership as Construction

Here is a strange fact that deserves philosophical attention: you don’t
directly perceive your body. You perceive signals from your body,
processed through multiple neural relays, integrated with expectations
and memories, and constructed into an experience. The body you feel
is a model, not the thing itself.

This becomes vivid in pathological cases. In somatoparaphrenia,
patients deny that a limb belongs to them. They might insist that the
arm attached to their shoulder belongs to someone else—the doctor,
perhaps, or an unknown visitor. They can see the arm, feel it when you
touch it, but the sense of ownership is absent. The limb is excluded
from the body model.

In phantom limb syndrome, the inverse occurs. Amputees feel a limb
that no longer exists—often vividly, sometimes painfully. The body
model includes a part that reality has subtracted. The brain continues
to represent what is no longer there.

These are not exotic curiosities. They reveal something fundamental:
body ownership is a construction, not a given. The brain must continu-
ously build and maintain a model of what the body is and where it is.
Interoception provides some of the data for this construction—but only
some. Visual input, proprioception (the sense of limb position), motor
predictions, and prior beliefs all contribute.

Rubber hand illusions demonstrate this construction process in
healthy subjects. If you watch a rubber hand being stroked while
your own hidden hand is stroked in synchrony, you begin to feel that
the rubber hand is yours. The brain integrates visual and tactile infor-
mation, and when they conflict with anatomical reality, sometimes the
model shifts to incorporate the rubber hand. Ownership follows the
evidence, even when the evidence lies.

What does this imply for interoception and emotion? If the felt body
is a construction, then bodily feelings are constructions too. The sense
that your stomach is in knots, that your heart is in your throat, that
dread fills your chest—these are not transparent reports of physiolog-
ical reality. They are models, built from sensory data and shaped by
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interpretation. The interoceptive raw material is real, but the experience
of it is constructed.

This does not make the experience illusory. A weather report is not
illusory just because it involves interpretation and modeling. But it
does mean that interoceptive experience can diverge from physiological
reality, and that the divergence can have consequences. The anxious
person who constructs normal heartbeats as pathological palpitations
suffers genuinely, even if their cardiovascular system is healthy. The
person who fails to construct warnings from a genuinely distressed
heart may ignore symptoms until it’s too late.

3.11 What We Cannot Yet Explain

Let me be honest about the limits of our understanding.
We can trace the neural pathways from visceral receptors to cortex.

We can measure interoceptive accuracy and correlate it with emotional
experience. We can activate the insula in neuroimaging studies and see
how its activity relates to bodily awareness. But we cannot explain why
interoceptive signals feel like anything at all.

The hard problem of consciousness—why there is something it is like
to have experiences—shows up forcefully in interoception. Why does
attending to your heartbeat feel like something, when the baroreceptor
reflex (using the same signals) feels like nothing? Why is there a
qualitative character to hunger, to breathlessness, to the need to urinate?
The signals are processed; the reflex adjustments are made; but there is
also an experience, and we have no explanation for why.5 5 Some philosophers deny there is a hard

problem—they argue that explaining the
functional role of consciousness just is ex-
plaining consciousness. Others think the
hard problem is insoluble, a permanent
mystery. I take no position here except to
note that interoception makes the prob-
lem vivid: these are the simplest possible
experiences (mere body sensations), yet
even they resist complete explanation.

We also don’t understand why individual differences in interoception
exist. Some people are highly accurate heartbeat perceivers; others are
nearly insensible to their own cardiovascular activity. The variation is
stable over time and partially heritable. What differs in their nervous
systems? We don’t know. Is it receptor density? Signal amplification?
Cortical processing? Attentional deployment? All are plausible; none
are established.

And we don’t know how to help people with problematic intero-
ception. If someone’s anxiety is driven by hypervigilant monitoring of
benign bodily sensations, can we train them to monitor differently? If
someone’s alexithymia stems from poor interoceptive access, can we
improve that access? Early evidence on meditation and biofeedback is
promising but modest. We are far from reliable interventions.

3.12 Toward the Two Branches

We have traced the sensory pathways by which the body informs the
brain of its internal state. But these signals don’t arise spontaneously.
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The heart rate that the baroreceptors monitor is itself regulated by
neural commands. The gut motility that enteric afferents report is
coordinated by autonomic outflow. The blood pressure that fluctuates
and gets detected is the product of cardiovascular control systems
continuously adjusting vascular tone.

Interoception, in other words, senses the activity of regulatory sys-
tems that are themselves neural. The body the brain monitors is a body
the brain partly controls. The weather stations report on conditions
that the central office is actively influencing.

This brings us to the autonomic nervous system: the sympathetic
and parasympathetic branches that orchestrate the body’s response to
challenge and recovery. When you face a threat, sympathetic activation
accelerates your heart, dilates your pupils, diverts blood from gut to
muscle. When the threat passes, parasympathetic activation slows the
heart, constricts the pupils, restores digestive function. These changes
produce the interoceptive signals we’ve discussed—the racing heart,
the churning stomach, the sense of settling calm.

To understand interoception fully, we must understand what gen-
erates the signals it detects. And that requires understanding the
two branches of the autonomic nervous system—how they work, how
they’re controlled, and how their activity shapes what we feel. That is
where we turn next.

The body’s interior is not simply given to us. It is sensed, reported, transmitted, processed, interpreted, and constructed into
experience. Along this pathway, at every stage, the raw data is transformed: by the limited bandwidth of sensory receptors, by the
lossy compression of neural coding, by the integrative processing in brainstem nuclei, by the contextual interpretation in cortex. What
we feel as “my body” is the end product of this construction—no less real for being constructed, but no more direct than any other
perception. The weather stations report faithfully, but the forecast is always an interpretation. And sometimes, attending closely to
our inner weather, we change the very climate we’re trying to measure.
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Two Branches, One System

A branch snaps in the forest behind you. In the next second, before conscious thought intervenes, your body executes a
coordinated transformation: heart racing, pupils dilating, airways opening, blood rerouting. You are being prepared for
something you haven’t yet decided to do.

Imagine you’re walking through a forest at dusk. The light is fading,
the path is unfamiliar, and somewhere in the back of your mind is the
knowledge that large animals live in these woods. Then you hear it:
the sharp crack of a branch snapping behind you.

In the next few seconds—before you’ve turned around, before you’ve
identified the source, before you’ve consciously decided anything—
your body executes a remarkable coordinated response. Your heart
rate surges from 70 to 120 beats per minute. Your pupils dilate, letting
in more light. Blood flow shifts from your digestive organs to your
skeletal muscles. Your airways open wide. Your palms begin to sweat.
Glucose floods into your bloodstream from hepatic stores. Your senses
sharpen; irrelevant thoughts fade.

All of this happens automatically, involuntarily, before you know
whether you’re facing a bear or a falling branch or another hiker.
Your body has assessed the situation (potential threat) and mobilized
resources (prepare for action) entirely without your deliberate input.

Now imagine the opposite scenario. You’ve just finished a large
meal—a Thanksgiving dinner, perhaps—and you’re settling into a
comfortable chair. Your heart rate slows. Your digestive system revs
up: stomach churning, intestines contracting, enzymes flowing. Your
breathing becomes slow and deep. Your eyelids droop. The last thing
you want is to run from anything.

These two scenarios engage the two branches of the autonomic ner-
vous system: the sympathetic, which prepares you for action, and the
parasympathetic, which promotes rest and restoration. Understanding
how they work—and how they interact—is essential to understanding
the physiological substrate of feeling. For the autonomic nervous sys-
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tem generates many of the bodily signals that, as we saw in the previous
chapter, interoception detects and the brain interprets as emotion.

Let us begin with a concrete example, traced in full detail.

4.1 The Accelerating Heart: A Journey from Brainstem to Beat
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Figure 4.1: Sympathetic pathway to the
heart. Preganglionic neurons in the in-
termediolateral cell column (IML) release
acetylcholine (ACh) at the stellate gan-
glion. Postganglionic neurons release
norepinephrine (NE), which binds to β1
receptors on the sinoatrial (SA) node and
cardiac myocytes.

When you hear that branch snap, what happens to make your heart
beat faster? Let us trace the signal from its origin to its effect.

The process begins in the brainstem, in a region called the rostral ven-
trolateral medulla—the RVLM. Neurons here are the primary drivers of
sympathetic outflow. They receive input from many sources: the amyg-
dala (threat detection), the hypothalamus (arousal state), the nucleus
of the solitary tract (visceral feedback). When the balance of inputs
signals “threat,” RVLM neurons increase their firing rate.

These RVLM neurons project down the spinal cord to synapse on
preganglionic sympathetic neurons. For cardiac control, the relevant
preganglionic neurons reside in the intermediolateral cell column of
the thoracic spinal cord, specifically at levels T1 through T4. Their cell
bodies form a small ridge of gray matter in the lateral horn.

The preganglionic neurons are myelinated—relatively fast. Their
axons exit the spinal cord through the ventral roots and travel to the
sympathetic chain ganglia, a paired series of nerve clusters running
alongside the vertebral column like a string of pearls. For cardiac
innervation, many preganglionic fibers continue to the stellate ganglion,
a fusion of the lowest cervical and first thoracic sympathetic ganglia.1 1 The stellate ganglion is clinically im-

portant. Anesthetic blockade of this
ganglion—stellate ganglion block—can
relieve certain types of chronic pain and
has been explored as a treatment for
PTSD.

In the ganglia, preganglionic neurons synapse onto postganglionic
neurons. The synapse uses acetylcholine acting on nicotinic receptors—
ionotropic, fast. The postganglionic neurons then send unmyelinated
axons to the heart, entering through the cardiac plexus and distributing
across the atria and ventricles.

At the heart itself, the postganglionic terminals release norepinephrine.
This binds to beta-1 adrenergic receptors on cardiac myocytes and, cru-
cially, on the pacemaker cells of the sinoatrial (SA) node—the heart’s
intrinsic rhythm generator.

Now let us descend to the molecular level. The beta-1 receptor is
a G-protein coupled receptor linked to Gs, the stimulatory G-protein.
When norepinephrine binds, Gs activates adenylyl cyclase, increasing
intracellular cyclic AMP. Cyclic AMP activates protein kinase A (PKA).
And PKA phosphorylates multiple targets:

First, PKA phosphorylates L-type calcium channels. This increases
calcium entry during each beat, strengthening contraction. Your heart
doesn’t just beat faster; each beat is more forceful.

Second, PKA phosphorylates phospholamban, which normally in-
hibits SERCA, the calcium pump that returns calcium to the sarcoplas-
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mic reticulum. Phosphorylation relieves this inhibition, speeding relax-
ation. Your heart can fill faster because it relaxes faster.

Third—and this is the key for heart rate—PKA phosphorylates the
funny channels (HCN channels) in the SA node. These channels con-
duct the pacemaker current, I f , that slowly depolarizes the cell between
beats. Phosphorylation shifts their activation curve leftward, so they
open earlier and conduct more current. The pacemaker cells depolarize
faster, reach threshold sooner, and fire more frequently. Heart rate
increases.

The effect is fast—within a few beats, you can detect the change.
But establishing full sympathetic cardiac tone takes longer, because it
depends on norepinephrine accumulating at the synapses and reaching
steady-state receptor occupancy.

Let us put in some numbers, because numbers discipline our think-
ing. A typical resting heart rate of 70 beats per minute reflects a
balance between sympathetic and parasympathetic influences. If we
block parasympathetic input pharmacologically—using atropine to
block muscarinic receptors—resting heart rate rises to about 100-105

bpm. This reveals the underlying sympathetic tone. If instead we block
sympathetic input with propranolol, a beta-blocker, resting heart rate
falls to about 55-60 bpm. This reveals the underlying parasympathetic
tone.

You might ask: “What is the heart’s intrinsic rate, without any
autonomic influence at all?” The answer is about 100-110 bpm. This
is the firing rate of the SA node when left entirely to itself, as seen in
denervated transplanted hearts. It tells us something important: at rest,
the parasympathetic system dominates. The heart is being held below
its intrinsic rate by continuous vagal braking. When you need to speed
up, you don’t just press the accelerator; you also release the brake.

During intense exercise or acute stress, parasympathetic withdrawal
and sympathetic activation work together. Heart rate can reach 180-200

bpm in a young adult—nearly tripling the resting rate, and double the
intrinsic rate. This range, from 60 to 200 bpm, represents the operating
envelope of the autonomic cardiovascular control system.

4.2 The Dual Reins: Anatomical Overview

The autonomic nervous system has three divisions, though two receive
most of the attention.2 2 The third, the enteric nervous system, is

sometimes called the “second brain.” It
contains over 100 million neurons embed-
ded in the gut wall and can coordinate
digestive function semi-autonomously.
We’ll touch on it, but our focus is on the
sympathetic and parasympathetic sys-
tems.

Let us think of the sympathetic and parasympathetic divisions as two
sets of reins controlling a team of horses. One set—the sympathetic—
urges the horses forward: faster, harder, more. The other set—the
parasympathetic—pulls them back: slower, gentler, rest. But unlike ac-
tual reins, these neural reins act continuously and often simultaneously.
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The body’s organs are always under some influence from both systems,
and the momentary state reflects the balance between them.

The Sympathetic Division originates from the thoracolumbar spinal
cord, spanning roughly T1 to L2. The preganglionic neurons have their
cell bodies in the intermediolateral cell column and send myelinated
axons to sympathetic ganglia. These ganglia come in two arrangements:
the paravertebral chain ganglia running alongside the vertebral col-
umn, and the prevertebral ganglia (celiac, superior mesenteric, inferior
mesenteric) located near the major abdominal blood vessels.

Sympathetic preganglionic neurons use acetylcholine. The postgan-
glionic neurons then send longer, unmyelinated axons to target organs,
where they release norepinephrine. One exception: the postganglionic
neurons innervating sweat glands release acetylcholine, an evolutionary
quirk that reflects the different developmental origin of eccrine sweat
glands.

The adrenal medulla deserves special mention. It is, in effect, a
modified sympathetic ganglion. Preganglionic sympathetic neurons
synapse directly on chromaffin cells, which release epinephrine (and
some norepinephrine) directly into the bloodstream. This provides
a hormonal broadcast that amplifies and extends the neural signal.
When you’re truly frightened, the adrenal medullary discharge floods
your circulation with catecholamines, reaching organs that sympathetic
nerves might not directly innervate.

The Parasympathetic Division has a different anatomical arrange-
ment: craniosacral outflow. The cranial portion travels via cranial
nerves III (oculomotor—pupil constriction), VII (facial—lacrimation,
salivation), IX (glossopharyngeal—salivation), and X (vagus—heart,
lungs, most abdominal viscera). The sacral portion originates from
S2-S4 and controls bladder, colon, and reproductive organs.

The vagus nerve is the workhorse. It carries parasympathetic inner-
vation to the heart, lungs, esophagus, stomach, small intestine, and
proximal colon. Its name means “wandering,” and it earns the title by
meandering from brainstem through neck, thorax, and abdomen.

Parasympathetic preganglionic neurons are long, synapsing in gan-
glia located close to or within the target organs. The postganglionic
neurons are therefore short. Both pre- and postganglionic neurons use
acetylcholine, but the receptors differ: nicotinic at the ganglia (fast,
ionotropic), muscarinic at the target organs (slower, G-protein coupled).

The anatomical difference has functional consequences. Sympathetic
activation tends to be diffuse: the paravertebral chain allows signals to
spread across multiple spinal levels, and adrenal catecholamine release
affects the whole body. Parasympathetic activation can be more discrete:
the vagus innervates specific organs, and each cranial nerve has its own
territory.
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4.3 Beyond Fight-or-Flight

The phrase “fight or flight” was coined by Walter Cannon, and we
should pause to appreciate his contribution.3 3 We will meet Cannon again in the

next chapter when we discuss the
stress response more broadly. He was
a remarkably productive physiologist
whose concepts—homeostasis, fight-or-
flight, the sympathoadrenal system—
remain foundational.

Cannon, working at Harvard in the early twentieth century, studied
cats exposed to threatening stimuli—barking dogs, for instance—and
measured their physiological responses. He found that the adrenal
medulla released a substance (which he initially called “sympathin,”
later identified as epinephrine) that produced widespread effects match-
ing sympathetic activation: elevated heart rate, elevated blood pressure,
elevated blood glucose, dilated pupils.

In his 1915 book Bodily Changes in Pain, Hunger, Fear, and Rage, Can-
non argued that these responses were adaptive preparations for action.
The elevated cardiac output increased oxygen delivery to muscles. The
elevated blood glucose provided fuel. The diverted blood flow priori-
tized action-relevant tissues. The dilated pupils enhanced visual acuity.
Everything served the goal of enabling vigorous physical response to
threat—either fighting the predator or fleeing from it.

The “fight or flight” framework remains useful, but we should
recognize its limitations.

First, the phrase implies a binary: you either fight or you flee. In re-
ality, organisms respond to threats in varied ways. Freezing—becoming
motionless to avoid detection—is often the initial response. Fainting
(vasovagal syncope) can occur in extreme fear. Social animals may show
submission or appeasement behaviors. The response depends on the
type of threat, the available options, and the organism’s assessment of
its chances.

Second, the phrase suggests that sympathetic activation is purely
about emergencies. But the sympathetic system operates continuously,
maintaining baseline tone, adjusting moment-to-moment to postural
changes, exercise, temperature, and countless other demands. Running
to catch a bus activates the sympathetic system, but this isn’t “fight or
flight” in any meaningful sense.

Third—and most important for our purposes—the phrase treats
the autonomic system as a one-dimensional axis: more sympathetic
means more aroused, more parasympathetic means more calm. But
the relationship is more complex. The two divisions can co-activate;
they can act independently on different organs; their effects can be
reciprocal, independent, or even synergistic depending on the target.

You might ask: “If sympathetic and parasympathetic aren’t simply
antagonistic, what’s a better way to think about their relationship?”
Let me offer an analogy. Imagine driving a car with two pedals: ac-
celerator and brake. The simplest model is that you use one or the
other—accelerating or braking, not both. But skilled drivers know
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that sometimes you apply both simultaneously, particularly in tricky
situations like navigating a steep mountain road in fog. Light pressure
on both pedals gives you finer control than alternating between them.

The autonomic system works similarly. At rest, there’s continuous
parasympathetic tone (the brake is gently applied) and continuous
sympathetic tone (the accelerator has some pressure too). Adjustments
can involve pressing harder on one pedal, releasing the other, or both.
During exercise, sympathetic activity increases and parasympathetic ac-
tivity decreases—both pedals adjust. During the diving reflex, however,
heart rate slows (parasympathetic) even as peripheral vessels constrict
(sympathetic)—both systems active, serving a coordinated purpose.

The dual-reins metaphor we introduced earlier captures this better
than fight-or-flight. Both reins are always in contact with the horse; the
question is the relative tension on each.

4.4 Measuring the Balance: Heart Rate Variability

The heart doesn’t beat like a metronome. Even at rest, when your
average heart rate might be 70 beats per minute, the actual interval
between beats varies subtly. One beat might come 850 milliseconds
after the previous one; the next might come 870 milliseconds later; then
845, then 880.

This variability isn’t noise—it’s signal. The heart rate variability
(HRV) reflects ongoing autonomic modulation and has become one of
the most widely used measures of autonomic function.

Let us define our terms precisely. The interbeat interval (IBI), also
called the R-R interval because it’s measured from R wave to R wave on
an electrocardiogram, is the time between consecutive heartbeats. At a
heart rate of 60 bpm, the mean IBI is 1000 ms. At 75 bpm, it’s 800 ms.

The simplest measure of variability is the standard deviation of these
intervals:

SDNN =

√√√√ 1
N − 1

N

∑
i=1

(IBIi − IBI)2 (4.1)

This captures overall variability from all sources. A healthy young
adult at rest might have an SDNN of 50-100 ms. Lower values suggest
reduced autonomic flexibility—the control system is locked in, unable
to make fine adjustments.

But SDNN doesn’t distinguish between slow and fast sources of
variability. A measure that emphasizes beat-to-beat changes is the root
mean square of successive differences:

RMSSD =

√√√√ 1
N − 1

N−1

∑
i=1

(IBIi+1 − IBIi)2 (4.2)
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RMSSD emphasizes rapid fluctuations because it’s based on differ-
ences between adjacent beats. And this is where the distinction between
sympathetic and parasympathetic becomes important.

Parasympathetic effects on heart rate are fast. Vagal nerve impulses
release acetylcholine at muscarinic receptors on the SA node, opening
potassium channels within a single beat. The effect appears and dis-
appears rapidly—within one or two heartbeats. Sympathetic effects
are slower. Norepinephrine must bind to beta receptors, activate G-
proteins, generate cyclic AMP, and phosphorylate target proteins. This
takes several beats to develop and several beats to dissipate.

The upshot: beat-to-beat variability is predominantly under parasym-
pathetic control, because only the parasympathetic system operates
fast enough to change the interval from one beat to the next. RMSSD
therefore serves as an index of parasympathetic (vagal) tone.

You might ask: “If RMSSD reflects parasympathetic activity, is there
a measure that reflects sympathetic activity?” The answer is more
complicated. In frequency-domain analysis—examining the Fourier
transform of the IBI time series—we find power concentrated in differ-
ent bands:

The high-frequency (HF) band, 0.15-0.4 Hz, corresponds to respira-
tory frequencies. Heart rate normally accelerates during inhalation and
decelerates during exhalation (respiratory sinus arrhythmia), and this
oscillation is mediated by the vagus. HF power is widely accepted as
reflecting parasympathetic activity.

The low-frequency (LF) band, 0.04-0.15 Hz, was originally thought
to reflect sympathetic activity. But subsequent research showed that
LF power reflects both sympathetic and parasympathetic influences, as
well as baroreceptor feedback. Its interpretation remains debated.

The very low frequency (VLF) band, below 0.04 Hz, reflects even
slower processes—thermoregulation, hormonal fluctuations, circadian
influences—and is rarely used as a specific autonomic index.

Let us work through a concrete example. A subject sits quietly while
their heartbeat is recorded for five minutes. Here are the results:

Measure Resting Mental stress
Mean IBI (ms) 923 750

Heart rate (bpm) 65 80

SDNN (ms) 58 35

RMSSD (ms) 42 22

HF power (ms2) 450 150

LF power (ms2) 900 600

LF/HF ratio 2.0 4.0

During mental stress—a demanding arithmetic task—heart rate in-
creases from 65 to 80 bpm. But look at what happens to variability:



56 claude opus 4.5

SDNN drops from 58 to 35 ms. RMSSD, our parasympathetic index,
drops from 42 to 22 ms—nearly halved. HF power plummets from 450

to 150 ms2.
The picture is clear: mental stress produces both sympathetic activa-

tion (faster heart rate) and parasympathetic withdrawal (reduced HRV,
especially reduced HF power). The LF/HF ratio increases, reflecting the
shifted balance. The heart is being driven harder while the fine-tuning
brake is released.

This matters for health. Reduced HRV predicts mortality after my-
ocardial infarction. Low HRV is associated with depression, anxiety,
and various chronic diseases. The loss of autonomic flexibility—the
system’s inability to adjust rapidly to changing demands—seems to
be a marker of physiological vulnerability. In terms of our dual-reins
metaphor: when the reins become stiff and unresponsive, the driver
loses fine control, and accidents become more likely.

4.5 The Baroreceptor Reflex: A Worked Example

Let us now examine how the autonomic system maintains homeostasis,
using the baroreceptor reflex as our example. This reflex keeps blood
pressure stable despite constantly changing demands.

You’re lying in bed, relaxed. Your blood pressure is about 120/80

mmHg, mean arterial pressure around 90 mmHg. Your heart rate is 65

bpm. Baroreceptors in your carotid sinus and aortic arch are stretched
by this pressure, firing at their baseline rate, maintaining the current
autonomic balance.

Now you stand up. Gravity immediately pulls blood toward your
legs. Within seconds, 500-700 mL of blood—nearly a pint—shifts
from your central circulation to your lower extremities and splanchnic
vasculature. Your central venous pressure drops. Less blood returns to
your heart. Stroke volume falls.

If nothing compensated, cardiac output would plummet and blood
pressure would crash. Blood pressure to your brain would drop. You
might faint.

But the baroreceptor reflex intervenes. Let us trace the sequence
with actual numbers.

Initial perturbation (0-2 seconds): Blood pools in the legs. Central
venous pressure falls from about 8 mmHg to 4 mmHg. Stroke volume
drops from 70 mL to perhaps 50 mL. Mean arterial pressure begins
falling—from 90 mmHg toward 75 mmHg.

Baroreceptor response (1-3 seconds): Reduced stretch at the carotid
sinus means reduced firing in the carotid sinus nerve. In the nucleus
of the solitary tract, this reduced input has two effects: it removes
inhibition from sympathetic premotor neurons (in the RVLM), and it
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removes excitation from parasympathetic cardiomotor neurons (in the
nucleus ambiguus).

Efferent adjustment (2-5 seconds): Sympathetic outflow increases.
The heart receives more norepinephrine; beta-1 activation increases
heart rate and contractility. Resistance vessels in the skeletal muscle and
splanchnic beds receive norepinephrine at alpha-1 receptors, causing
vasoconstriction. Simultaneously, parasympathetic outflow decreases:
reduced acetylcholine at the SA node releases the vagal brake.

Compensation (5-15 seconds): Heart rate rises from 65 to 85-100

bpm. Peripheral vascular resistance increases by 20-30%. Despite the
reduced stroke volume, cardiac output is partially maintained because
heart rate has increased. Mean arterial pressure recovers, stabilizing at
perhaps 85-90 mmHg.

New equilibrium (15-60 seconds): Within a minute, you’ve reached
a new steady state: standing heart rate 80-90 bpm (elevated compared
to supine), blood pressure near normal (perhaps slightly lower than
supine, but stable).

The numbers matter. A healthy young adult experiences a transient
systolic pressure drop of less than 20 mmHg upon standing, recovering
within 30 seconds. Heart rate increases by 10-30 bpm. Orthostatic
hypotension—defined as a sustained drop of 20 mmHg or more in
systolic pressure or 10 mmHg or more in diastolic pressure—indicates
that the compensatory mechanisms are inadequate.

You might ask: “What happens to people whose baroreceptor re-
flex doesn’t work properly?” They experience orthostatic intolerance:
dizziness, lightheadedness, visual dimming, or frank syncope (faint-
ing) upon standing. This can occur in diabetic autonomic neuropathy,
where years of elevated blood glucose damage the small nerve fibers.
It can occur in Parkinson’s disease, where degeneration extends to au-
tonomic centers. It can occur with certain medications (alpha-blockers,
for instance, which prevent the vasoconstriction that compensates for
standing).

The baroreceptor reflex also explains certain puzzling phenomena.
Why do soldiers standing at attention for long periods sometimes faint?
They’re standing still, so their leg muscles aren’t pumping blood back
toward the heart. Blood pools progressively. The baroreceptor reflex
compensates initially, but eventually it maxes out—heart rate can’t
increase forever, vessels can’t constrict further. When compensation
fails, blood pressure crashes suddenly. The brain is deprived of blood.
Consciousness is lost. And then, critically, the soldier falls down—
which puts them horizontal and immediately restores venous return.
Fainting is, in a sense, the reflex of last resort.
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4.6 The Third Branch: The Enteric Nervous System

We should not leave the anatomy without mentioning the enteric ner-
vous system, even though it operates largely outside conscious experi-
ence.

The gut contains 200-600 million neurons—more than the spinal
cord—organized into two main networks: the myenteric plexus (be-
tween muscle layers, controlling motility) and the submucosal plexus
(controlling secretion and blood flow). These networks can coordinate
digestion independently of the brain. A segment of intestine removed
from the body and placed in a dish will still exhibit peristaltic waves:
the enteric system’s intrinsic activity.

But the enteric system doesn’t operate in isolation. Sympathetic
input generally inhibits gut motility and secretion—consistent with the
“rest and digest” / “fight or flight” dichotomy. When you’re fleeing
a predator, digestion is low priority; blood and energy should go
elsewhere. Parasympathetic input, via the vagus, generally stimulates
motility and secretion—after the meal, when it’s time to process food.

The gut also sends information upstream. The vagus nerve, as we
noted in the previous chapter, is predominantly sensory: about 80%
of its fibers carry information from body to brain, not brain to body.
Much of this sensory traffic comes from the gut—stretch, chemical
composition, inflammatory signals. This is part of the interoceptive
input that the brain uses to construct its sense of bodily state.

The connection between gut and mood is an active research area. Gut
microbiota influence gut-brain signaling in ways we’re only beginning
to understand. Alterations in the gut microbiome have been associated
with anxiety, depression, and even neurodegenerative diseases. But
let us be cautious: association is not causation, and the mechanistic
details remain unclear. The gut-brain axis is real, but its significance
for subjective experience is not yet established.

4.7 You Might Ask

You might ask: “If the sympathetic system prepares us for action, why do
we sweat? That seems useless in a fight.” Sweating is thermoregulatory
preparation. If you’re about to run or fight, your muscles will generate
heat. Pre-emptive sweating helps prevent overheating. The eccrine
sweat glands, unlike most sympathetic targets, respond to acetylcholine
rather than norepinephrine. This reflects their evolutionary history:
they developed from a lineage where acetylcholine was the signal. The
sympathetic neurons innervating them retained this feature even as the
rest of the sympathetic system switched to norepinephrine.

You might ask: “Can you have a sympathetic response without feeling
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stressed?” Absolutely. Physical exercise produces massive sympathetic
activation—heart rate doubles or triples, blood shunts to muscles, air-
ways dilate—yet the subjective experience is typically not anxiety or
fear. The physiology alone doesn’t determine the feeling; context and
interpretation matter. An elevated heart rate during a run means some-
thing different from an elevated heart rate while waiting for test results.
This is why the James-Lange theory, which we discussed in the previous
chapter, required modification: bodily states contribute to emotion but
don’t fully determine it.

You might ask: “What about people who claim to control their heart rate
through meditation?” With training and biofeedback, people can achieve
modest voluntary control over some autonomic functions. The primary
mechanism is indirect: controlled breathing modulates vagal tone. Slow,
deep breathing (around 6 breaths per minute) maximizes respiratory
sinus arrhythmia and shifts autonomic balance toward parasympathetic
dominance. Skilled meditators can slow their heart rates by 10-20%
through such techniques. But the range of control is limited. You
cannot stop your heart by willpower. Claims of extraordinary voluntary
autonomic control—slowing the heart to 20 bpm, for instance—are
rarely confirmed under rigorous conditions.

You might ask: “Why does chronic stress damage health if the stress response
is adaptive?” The stress response evolved for acute threats: the predator,
the rival, the injury. It’s metabolically expensive and involves tradeoffs—
suppressing digestion, reproduction, and immune surveillance—that
make sense for short-term emergencies but become harmful if sustained.
Chronic sympathetic activation contributes to hypertension, cardiac
remodeling, and metabolic dysfunction. The system isn’t designed for
the kinds of chronic psychological stressors that characterize modern
life: the demanding job, the financial insecurity, the relationship conflict
that persists for months or years. We’ll explore this more fully in the
next chapter on the stress axis.

You might ask: “Is polyvagal theory correct?” This question deserves
a careful answer. Polyvagal theory, proposed by Stephen Porges, sug-
gests that the vagus nerve has three evolutionarily distinct components
with different functions: an unmyelinated “dorsal vagal” system (as-
sociated with immobilization and shutdown), a myelinated “ventral
vagal” system (associated with social engagement and calm), and the
sympathetic system (mobilization). The theory has been influential
in psychology and therapy, providing a framework for understanding
trauma responses and social behavior.

However, the neuroanatomical claims have been criticized. While
there are indeed myelinated and unmyelinated vagal fibers, and the
dorsal motor nucleus and nucleus ambiguus do exist, their mapping
onto the specific psychological functions Porges describes is more specu-
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lative than the theory’s clinical popularity suggests. Some physiologists
argue that the evolutionary story is oversimplified, that the anatom-
ical distinctions are not as clean as claimed, and that the functional
implications are more metaphor than mechanism.

Our position: the existence of different vagal pathways is established
anatomy. Whether those pathways map onto “social engagement”
versus “shutdown” as discrete functional systems remains debated.
The theory has heuristic value—it has helped clinicians and patients
understand autonomic responses to stress and trauma—but it should
not be treated as settled neuroscience.

4.8 The Boundary Between Voluntary and Involuntary

We call the autonomic nervous system “involuntary,” distinguishing
it from the “voluntary” somatic motor system that controls skeletal
muscles. You can decide to raise your arm, and it rises. You cannot
decide to slow your heart, and have it obey.

But this distinction is less clean than it appears.
Consider the so-called voluntary muscles. When you decide to raise

your arm, what exactly did you decide? You didn’t decide to activate
motor neurons in the C5-C6 segments of the spinal cord, generate a
specific pattern of action potentials, recruit motor units in a particular
sequence. You simply “decided to raise your arm,” and the neuro-
muscular machinery translated that high-level intention into low-level
execution. The details were automatic.

Now consider the autonomic system. You cannot directly command
your heart to slow. But you can take a slow, deep breath, hold it
for a moment, and exhale slowly. Doing so activates the baroreflex,
stimulates pulmonary stretch receptors, and increases vagal tone. Your
heart slows. You achieved an autonomic effect through a voluntary
behavior.

You can also use cognitive strategies. Thinking calming thoughts,
imagining peaceful scenes, practicing mindfulness—these mental activi-
ties, through pathways we don’t fully understand, modulate autonomic
outflow. The prefrontal cortex projects to the amygdala and hypothala-
mus, which project to brainstem autonomic nuclei. Thoughts become
physiology.

So the voluntary/involuntary boundary is better described as a
boundary of access. You have direct, conscious access to certain motor
outputs (skeletal muscles) and can control them with fine precision.
You lack such access to autonomic effectors but can influence them
indirectly—through behavior, through cognition, through training. The
access is partial, effortful, and limited in range, but it exists.

This matters because it means the “involuntary” body is not entirely
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beyond our influence. We are not mere passengers to our physiological
states. The autonomic substrate of emotion can be modified—not
arbitrarily, not easily, but genuinely. Breathing exercises, cognitive
reappraisal, biofeedback training—these interventions work, within
limits, because the voluntary/involuntary boundary is permeable.

It also means that the body influences the mind in ways that feel
involuntary. Your stomach churns and you feel anxious—not because
you decided to feel anxious, but because your brain interpreted the
autonomic state as anxiety. The causation runs both ways: cognitive
appraisal shapes autonomic response, and autonomic response shapes
emotional experience. Neither fully controls the other. They are cou-
pled, interactive, mutually constraining.

This is the characteristic texture of embodied existence: we are
neither fully in command of our bodies nor fully at their mercy. We
can influence but not dictate. We can interpret but not entirely choose.
The dual reins of the autonomic nervous system are not fully in our
hands—but neither are they entirely beyond our reach. This partial,
effortful, limited access creates the intermediate terrain where feeling
happens.

4.9 Beyond the Two Branches

We have examined the autonomic nervous system in anatomical and
physiological detail. But we should step back and recognize what we
have not explained.

We can trace the pathways from brainstem to heart. We can measure
the heart rate changes and calculate HRV indices. We can follow
the baroreceptor reflex through its arc. But we cannot explain why
sympathetic activation feels like something. Why does the racing heart
contribute to the experience of fear? Why does the settled gut contribute
to the experience of contentment? The autonomic signals are processed,
the interoceptive pathways convey them to the insula, but how does
neural processing become subjective experience?

This is the hard problem of consciousness applied to the autonomic
domain, and we have no solution. We can describe the machinery. We
cannot explain why the machinery feels.

We also cannot fully explain individual differences. Why do some
people have high resting vagal tone and others low? Why do some
mount robust sympathetic responses to mild stressors while others
remain calm? Genetics, early life experience, training, and current
health all contribute, but the relative weights are unclear, and the
mechanisms linking these factors to autonomic function remain sketchy.

And we cannot yet bridge the gap between short-term autonomic
responses and long-term health outcomes. We know that reduced



62 claude opus 4.5

HRV predicts mortality, that chronic sympathetic activation contributes
to cardiovascular disease, that autonomic dysregulation accompanies
depression and anxiety. But we don’t fully understand the causal path-
ways. Is it the sympathetic activation itself that damages tissues? The
loss of parasympathetic protection? The downstream effects on inflam-
mation, metabolism, sleep? All of the above, in complex interaction?

These unknowns should keep us humble. The autonomic nervous
system is not a solved problem. It is a partially mapped territory where
much remains obscure.

4.10 Toward the Stress Axis

We have examined how the autonomic nervous system modulates organ
function on a moment-to-moment basis, with effects that unfold over
seconds to minutes. The racing heart, the dilated pupils, the shifted
blood flow—these are the rapid adjustments that prepare the body for
immediate action.

But when challenge persists—when the threat doesn’t resolve, when
the stressor continues, when demand exceeds capacity—the body
mounts a different kind of response. The hypothalamus releases
corticotropin-releasing hormone. The pituitary releases adrenocor-
ticotropic hormone. The adrenal cortex releases cortisol. This hormonal
cascade, the hypothalamic-pituitary-adrenal (HPA) axis, operates on a
timescale of minutes to hours, coordinating metabolic, immune, and
behavioral responses to sustained challenge.

The autonomic system and the HPA axis often activate together. The
branch snapping in the forest triggers both: immediate sympathetic
mobilization and, if the threat persists, cortisol release to sustain the
response. But they have different kinetics, different effects, and different
consequences when chronically activated.

Understanding stress physiology—how the body responds to chal-
lenge, and what happens when challenge becomes chronic—requires
understanding both systems and their interaction. That is where we
turn next.

The autonomic nervous system operates continuously, invisibly, adjusting organ function to meet moment-to-moment demands. When
you stand, it prevents you from fainting. When you exercise, it delivers oxygen to your muscles. When you rest, it promotes digestion
and restoration. All without conscious intervention, all beneath the threshold of awareness. Yet this invisible machinery generates
many of the signals that, interpreted by the brain, become the felt sense of how things are going inside. The racing heart of fear, the
settled calm of safety—these are not metaphors but descriptions of autonomic states that interoception detects and consciousness
interprets. To understand feeling, we must understand this hidden regulatory system. And to understand what happens when
regulation fails, we must follow the story beyond the autonomic nervous system to the hormonal cascade that sustains the body’s
response to prolonged challenge.
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5
The Stress Axis

A graduate student walks into her thesis defense; a gazelle spots a lion on the savanna. The student’s career hangs in the
balance; the gazelle’s life is at stake. Yet if we measured the molecular events unfolding in their bodies, we would find the
same cascade: CRH released from the hypothalamus, ACTH surging from the pituitary, cortisol flooding the bloodstream.
Evolution built one machine for many emergencies.

Here is a puzzle worth pondering. The hormone that helped your
ancestors escape predators is the same one that rises before your morn-
ing alarm, the same one that spikes during a difficult conversation with
your supervisor, the same one that shapes whether you feel energized
at noon or exhausted by evening. Cortisol serves breakfast and serves
emergencies. The molecular machinery cannot distinguish between a
lion and a lecture.

This creates a paradox at the heart of stress physiology. The stress
response evolved to be temporary—a burst of activity lasting minutes
to hours, mobilizing energy, sharpening attention, preparing for action.
The gazelle either escapes or is eaten; either way, the response ends.
But modern humans face stressors that persist for weeks, months, years:
the chronic job insecurity, the ongoing family conflict, the unrelenting
financial pressure. What happens when a system designed for sprints
is forced to run marathons?

The answer, we shall see, is that the same mechanisms that pro-
tect us in emergencies slowly damage us when chronically activated.
Understanding this requires tracing the stress axis from its origins
in the hypothalamus through its cascade of amplifying signals to its
widespread effects on body and brain. Let us begin with something
concrete: measuring cortisol in your own saliva.

5.1 The Morning Surge

If you woke tomorrow morning and collected saliva samples at 0, 30,
and 60 minutes after opening your eyes, then sent those samples to a
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laboratory for analysis, here is approximately what you would find.
At time zero—the moment of waking—salivary cortisol concentra-

tions typically run 10–15 nmol/L. By 30 minutes, the concentration has
risen 50–75%, reaching perhaps 15–25 nmol/L. By 60 minutes, it begins
to decline but remains elevated. This “cortisol awakening response,” or
CAR, is one of the most robust findings in stress physiology. It occurs
every morning with remarkable consistency within individuals, though
there is substantial variation between people.
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Figure 5.1: The diurnal cortisol rhythm.
Cortisol peaks shortly after waking (the
cortisol awakening response), then de-
clines throughout the day to reach its
nadir around midnight. The ratio be-
tween peak and nadir in healthy indi-
viduals is roughly 10:1.

You might ask: “If cortisol is the stress hormone, why is it highest
when I wake up, not when I’m stressed?” The morning cortisol rise is
not about stress in the colloquial sense—it is about anticipation. Your
body, working in concert with circadian rhythms we shall examine in
the next chapter, prepares for the metabolic demands of the coming
day. Cortisol mobilizes glucose from glycogen stores, increases blood
pressure, enhances alertness. You need these effects both for fleeing
predators and for getting out of bed.

Now consider what happens if you collect saliva samples throughout
the day. Cortisol typically declines from its morning peak, reaching a
nadir around midnight—perhaps 2–4 nmol/L, nearly ten times lower
than the morning peak. This diurnal rhythm is superimposed on
“ultradian” pulses occurring roughly every 60–90 minutes, so the decline
is not smooth but occurs in a series of steps and bumps.

This much is established physiology, measurable and reproducible.
But here is where the story grows interesting: if you subject that same
person to an acute stressor—say, the Trier Social Stress Test, which
involves public speaking and mental arithmetic before an unsmiling
panel of judges—cortisol rises dramatically within 15–20 minutes, often
doubling or tripling from baseline. The same system that produces
gradual daily rhythms can also produce rapid spikes in response to
perceived threat.

The word “perceived” matters enormously. The stressor need not
be physical. Merely anticipating a difficult social interaction elevates
cortisol. Your boss sends an email saying “We need to talk”—your
cortisol rises before you know what the conversation will concern. This
is both elegant and problematic: a system that evolved for physical
threats now responds to ambiguous emails.

5.2 The Cascade: From Brain to Bloodstream

Let us trace the signal from its origin to its effect. The story begins
in the paraventricular nucleus of the hypothalamus, a small cluster of
neurons—perhaps 10,000 in humans—that serve as the apex of what
we call the HPA axis: hypothalamus, pituitary, adrenal.

When neurons in the paraventricular nucleus receive signals indi-
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Figure 5.2: The HPA axis cascade. CRH
from the hypothalamus triggers ACTH
release from the pituitary, which stim-
ulates cortisol synthesis in the adrenal
cortex. Thousand-fold amplification
(picograms to micrograms) enables a
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cating threat—from the amygdala processing fear, from the prefrontal
cortex processing worry, from brainstem nuclei detecting metabolic
stress—they release corticotropin-releasing hormone (CRH) into the
hypophyseal portal blood. This is not ordinary circulation; it is a pri-
vate vascular highway connecting hypothalamus to pituitary, allowing
precise delivery of releasing hormones without dilution in the general
bloodstream.

CRH travels just a few millimeters to the anterior pituitary, where
it binds to CRH receptors on corticotroph cells. These cells respond
by cleaving a large precursor protein called POMC and releasing one
of its fragments: adrenocorticotropic hormone, or ACTH. ACTH—a
peptide of 39 amino acids—then enters the systemic circulation and
travels throughout the body.

At the adrenal glands, which sit atop the kidneys like small caps,
ACTH binds to melanocortin-2 receptors on cells in the zona fasciculata,
the middle layer of the adrenal cortex. This triggers a cascade of
enzymatic steps that convert cholesterol—yes, the same cholesterol we
worry about in our diet—into cortisol. The synthesis requires several
enzymes and takes time; cortisol cannot be stored in vesicles and
released instantly like neurotransmitters.

Let us put numbers to this cascade, because numbers reveal the sys-
tem’s remarkable amplification. CRH release from the hypothalamus
is measured in picograms—billionths of a gram. ACTH concentra-
tions in the bloodstream run 10–50 picograms per milliliter at baseline.
But cortisol concentrations are roughly a thousand-fold higher: 5–25

micrograms per deciliter (140–690 nmol/L). Each step in the cascade
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amplifies the signal. A few thousand neurons releasing picograms of
CRH ultimately produce milligrams of cortisol circulating throughout
the body.

You might ask: “Why such extreme amplification?” Consider the
purpose. A small cluster of hypothalamic neurons must coordinate a
body-wide metabolic response. The amplification ensures that a subtle
neural signal can produce a massive hormonal effect. Think of it like a
thermostat controlling a furnace: the thermostat needs only to flip a
switch, but the furnace must heat an entire house. The hypothalamus
is the thermostat; the adrenal cortex is the furnace.

The cascade also takes time. Unlike the sympathetic nervous system,
which produces effects within seconds via direct neural connections to
target organs, the HPA axis is slow. Cortisol peaks occur 15–30 minutes
after stressor onset. This is the difference between neural and hormonal
signaling: hormones must be synthesized, not just released from vesi-
cles, and must travel through the bloodstream to reach their targets.
The sympathetic system handles the first few minutes of emergency;
the HPA axis sustains the response if the emergency continues.

5.3 Negative Feedback: The Brake on the System

If cortisol only went up in response to stress and never came down,
we would be in serious trouble. The system requires a brake, and that
brake is cortisol itself. This is negative feedback: the output of the
system inhibits its own production.

Cortisol binds to two types of intracellular receptors: mineralocorti-
coid receptors (MR) and glucocorticoid receptors (GR). Here is a crucial
detail: the MR has roughly ten-fold higher affinity for cortisol than
the GR. This means MR is substantially occupied even at basal cortisol
levels, while GR becomes significantly occupied only when cortisol
rises above baseline.

This differential affinity creates a two-stage regulatory system. Re-
turn to our thermostat analogy, but now imagine a thermostat with two
settings: one that maintains comfortable room temperature, another
that kicks in only when the house overheats. The MR is like the comfort-
maintenance setting, active at normal cortisol levels. The GR is like the
overheat alarm, engaging only when cortisol rises above baseline. At
normal cortisol levels, MR-mediated effects predominate—maintaining
the diurnal rhythm, supporting basic metabolic functions. When corti-
sol surges during stress, GR-mediated effects come online—including,
critically, the negative feedback that terminates the stress response.

Let us trace how this feedback works. GR activation in the anterior
pituitary directly suppresses ACTH release: less signal to the adrenals.
GR activation in the paraventricular nucleus suppresses CRH release:
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less signal to the pituitary. GR activation in the hippocampus—a brain
region rich in glucocorticoid receptors—activates inhibitory projections
to the hypothalamus: another brake on CRH. Multiple feedback loops,
operating at multiple levels, converge to shut down the axis.

You might ask: “Why have two receptors with different affinities
rather than one receptor with intermediate affinity?” The answer seems
to be that the system needs to accomplish two distinct tasks. It must
maintain the gentle daily rhythms of cortisol—rising in the morning,
falling at night—that depend largely on MR-mediated effects. And it
must terminate acute stress responses, which requires the lower-affinity
GR that only activates during cortisol surges. A single receptor could
not easily serve both functions.

The temporal dynamics of feedback matter as well. Fast feedback
occurs within minutes, likely through non-genomic effects—cortisol
acting at the cell membrane rather than in the nucleus. Slow feedback,
involving classical gene regulation, takes hours. Together, these mech-
anisms ensure that cortisol returns to baseline within an hour or two
after an acute stressor ends.

When these feedback mechanisms fail—as appears to happen in
some cases of major depression—cortisol remains elevated, the diurnal
rhythm flattens, and the HPA axis becomes “hyperactive.” In our
thermostat analogy, it is as if the overheat alarm stopped working:
the furnace keeps running even when the house is already too warm.
Whether this dysregulation is cause or consequence of depression
remains debated. The association is clear; the causal arrows are not.

5.4 Hans Selye and the Birth of Stress Research

The word “stress” in its biological sense is barely a century old, and
we owe it largely to one man’s persistence—and his productive mis-
takes. Hans Selye, a Hungarian-Canadian endocrinologist, published
his landmark paper in Nature in 1936, describing what he called the
“General Adaptation Syndrome.”1 1 Selye’s original Nature paper was re-

markably brief: just 74 words and a sin-
gle figure. From this modest beginning
grew an entire field of research.

The story of its discovery illustrates how scientific insight some-
times emerges from experimental failure. Selye had been injecting
rats with various tissue extracts, expecting each extract to produce
distinct effects. Instead, he found something surprising: nearly all injec-
tions produced the same triad of responses—enlarged adrenal glands,
shrunken thymus and lymph nodes, and gastric ulcers. Even injecting
saline produced similar effects if done clumsily enough.

A lesser scientist might have dismissed these results as artifacts.
Selye recognized their significance. The response was not specific to
what he injected but was a general response to being injected—to being
subjected to any noxious stimulus. He proposed that organisms have
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a non-specific response to any demand placed upon them, which he
initially called the “alarm reaction.”

Selye borrowed his terminology from engineering. In materials sci-
ence, “stress” referred to a force applied to a material, while “strain”
referred to the resulting deformation. Selye adapted these terms for
biology, though his usage—and eventually popular usage—blurred the
distinction. We now use “stress” to mean both the stimulus and the
response, a confusion that persists in both scientific and everyday lan-
guage. Strictly speaking, we should distinguish stressors (the stimuli)
from stress responses (the physiological reactions).

Selye did not know about CRH—it was not characterized until 1981

by Wylie Vale. He lacked the tools to measure cortisol sensitively. But
his fundamental insight—that the body has a coordinated, non-specific
response to diverse challenges—launched a field. The papers describing
the HPA axis as we understand it today trace their intellectual lineage
to that brief 1936 Nature note.

5.5 What Cortisol Does: Effects on Body and Brain

Let us now examine what cortisol actually does once it reaches its target
tissues. The effects are widespread because glucocorticoid receptors
are expressed in nearly every cell of the body.

In the liver, cortisol stimulates gluconeogenesis—the synthesis of
glucose from non-carbohydrate precursors like amino acids and glyc-
erol. Blood glucose rises, providing fuel for muscles and brain. This is
why cortisol is called a “glucocorticoid”: it affects glucose metabolism.

In muscle and adipose tissue, cortisol promotes catabolism—the
breakdown of proteins and fats to provide substrates for gluconeoge-
nesis. In the short term, this mobilizes energy reserves. In the long
term, if cortisol remains chronically elevated, it contributes to muscle
wasting and the redistribution of fat toward the abdomen (a pattern
clearly visible in Cushing’s syndrome, where cortisol is pathologically
elevated).

In the immune system, cortisol suppresses inflammation. This is why
synthetic glucocorticoids like prednisone are used to treat inflamma-
tory conditions. Acutely, immunosuppression makes sense: during an
emergency, the body deprioritizes immune surveillance in favor of im-
mediate survival. Chronically, this suppression increases vulnerability
to infection and impairs wound healing.

In the brain, cortisol’s effects are complex and dose-dependent. Mod-
erate cortisol levels enhance memory consolidation—you remember
stressful events better than mundane ones, which makes evolutionary
sense. But very high or chronically elevated cortisol impairs memory
retrieval and damages the hippocampus, which is densely populated
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with glucocorticoid receptors. The hippocampus is also critical for feed-
back inhibition of the HPA axis, creating a vicious cycle: chronic stress
damages the hippocampus, which impairs feedback, which allows
cortisol to remain elevated, which causes more hippocampal damage.

You might ask: “Is it true that cortisol causes belly fat and breaks
down muscle?” There is truth here, but the relationship is more
nuanced than popular accounts suggest. Chronic, severe cortisol
elevation—as in Cushing’s syndrome—clearly produces central obesity,
muscle wasting, thin skin, and numerous other pathologies. Whether
the more modest cortisol elevations associated with chronic psycho-
logical stress produce subtler versions of these effects is plausible but
less firmly established. The dose makes the poison, and the threshold
between adaptive and pathological cortisol exposure remains poorly
defined for most people.

5.6 Calculating Cortisol Exposure

Let us put numbers to the concept of cumulative cortisol exposure. This
calculation will illustrate why the shape of the diurnal rhythm matters
as much as the peak values.

Consider two hypothetical individuals, Person A with a healthy
cortisol rhythm and Person B with a flattened rhythm often seen in
chronic stress.

Person A (Healthy rhythm):

• 7 AM (morning peak): 20 µg/dL

• 12 PM (noon): 10 µg/dL

• 6 PM (evening): 5 µg/dL

• 12 AM (nadir): 2 µg/dL

Person B (Flattened rhythm):

• 7 AM (morning peak): 18 µg/dL

• 12 PM (noon): 14 µg/dL

• 6 PM (evening): 12 µg/dL

• 12 AM (nadir): 10 µg/dL

The area under the curve (AUC) represents total daily cortisol expo-
sure. Using trapezoidal integration with these four time points across
24 hours:

For Person A:

AUCA = 5 hr× 20 + 10
2

+ 6 hr× 10 + 5
2

+ 6 hr× 5 + 2
2

+ 7 hr× 2 + 20
2

= 75 + 45 + 21 + 77 = 218 µg-hr/dL
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For Person B:

AUCB = 5 hr× 18 + 14
2

+ 6 hr× 14 + 12
2

+ 6 hr× 12 + 10
2

+ 7 hr× 10 + 18
2

= 80 + 78 + 66 + 98 = 322 µg-hr/dL

Person B has nearly 50% more total cortisol exposure per day, despite
having a lower morning peak. The flattened rhythm—cortisol failing
to decline adequately in the evening—produces greater cumulative
exposure because the hormone remains elevated around the clock.

Over a year, this difference accumulates dramatically. Person B
experiences roughly 38,000 additional µg-hours of cortisol exposure
compared to Person A. Over a decade, the difference exceeds 380,000

µg-hours.
This is what researchers mean when they talk about cumulative

cortisol exposure. A single elevated measurement tells you little. What
matters is the integral over time: the area under the curve, day after
day, year after year. The flattened rhythm characteristic of chronic stress
may be more consequential than occasional acute spikes, because it
represents unrelenting exposure rather than punctuated bursts with
recovery between.

5.7 Allostatic Load: When Protection Becomes Damage

The concept of allostatic load, introduced by Bruce McEwen and Eliot
Stellar in 1993, provides a framework for understanding how adaptive
stress responses become destructive.2 Allostasis—literally “stability 2 McEwen, a neuroendocrinologist at

Rockefeller University, spent decades
studying how stress affects the brain. His
work on glucocorticoid effects on the
hippocampus established key aspects of
stress neuroscience.

through change”—refers to the active processes by which the body
responds to challenges. Allostatic load is the cumulative wear from
repeated or chronic allostatic responses.

The central idea is elegant: the same mechanisms that save your
life during acute stress damage your body when chronically activated.
Our thermostat analogy helps here too. A furnace running in brief
bursts to maintain temperature is efficient and causes minimal wear.
A furnace running continuously because the thermostat is stuck—or
because someone keeps opening the windows in winter—wears out
prematurely and runs up the fuel bill. The stress response is similar:
designed for bursts, not continuous operation.

Let us trace this through specific mechanisms. Cortisol mobilizes
glucose acutely, providing fuel for fight or flight. Chronically elevated
cortisol contributes to insulin resistance—cells become less responsive
to insulin, requiring ever higher levels to clear glucose from the blood.
This is a step toward metabolic syndrome and type 2 diabetes.

Cortisol suppresses inflammation acutely, which is appropriate dur-
ing emergencies when you need to focus resources on immediate
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survival. Chronically elevated cortisol eventually leads to glucocorti-
coid resistance in immune cells—they downregulate their receptors
in response to persistent stimulation. Paradoxically, this can result in
increased inflammatory tone, because the normal anti-inflammatory
brake has worn out.

Cortisol enhances memory consolidation acutely—you remember
threatening situations, which helps you avoid them in the future. Chron-
ically elevated cortisol is associated with hippocampal volume reduc-
tion and impaired memory function. The same mechanism that makes
memories of acute stress vivid can impair everyday memory when
chronically activated.

Four patterns of dysregulation have been proposed:
First, repeated hits: frequent stressors, each producing normal re-

sponses, with insufficient recovery time between them. The system
works correctly each time but never gets a break.

Second, lack of adaptation: failing to habituate to repeated similar
stressors. Normally, if you experience the same stressor repeatedly, the
cortisol response diminishes. When this adaptation fails, each exposure
produces a full response.

Third, prolonged response: a normal stress response that fails to ter-
minate appropriately. The stressor ends, but cortisol remains elevated.
This may reflect impaired negative feedback.

Fourth, inadequate response: a blunted stress response that fails to
mount necessary defenses, leading to compensatory hyperactivity of
other systems. If cortisol doesn’t rise appropriately, the sympathetic
nervous system may overcompensate.

You might ask: “How much evidence supports the allostatic load
concept?” Here we must be careful. The theoretical framework is
compelling, and the extreme cases are clear: Cushing’s syndrome
(pathological cortisol excess) and Addison’s disease (cortisol deficiency)
both produce predictable pathology. Large prospective studies do find
associations between markers of chronic stress and subsequent health
outcomes.

But the specific mechanisms linking, say, a flattened cortisol rhythm
to cardiovascular disease remain incompletely characterized. A flat-
tened rhythm might cause cardiovascular disease through the mecha-
nisms we’ve described. Alternatively, both the flattened rhythm and
the cardiovascular disease might result from some common underlying
factor. Or the flattened rhythm might simply travel alongside other risk
factors that do the actual damage. Correlation is not mechanism, and
mechanism is harder to establish than epidemiological association.

What we can say with confidence: extremes matter, and the dose-
response relationship between stress exposure and health outcomes
appears to be real but modest. The effect sizes in population studies
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are smaller than pop-psychology accounts suggest. Chronic stress is a
risk factor, not a destiny.

5.8 What We Choose Not to Cover

You might ask: “What about thyroid hormones and sex steroids? Don’t
they affect how we feel too?” This question deserves a direct answer.

Absolutely, they do. Hypothyroidism causes fatigue, depression,
and cognitive slowing. Hyperthyroidism produces anxiety, irritability,
and agitation. Estrogen fluctuations across the menstrual cycle and
menopause affect mood and cognition. Testosterone influences energy,
motivation, and well-being in both men and women. These are real
and important hormonal effects on subjective experience.

We focus in this book on the stress, arousal, and reward systems—the
HPA axis, the catecholamines, and the monoamine neurotransmitters—
because they are the best-characterized pathways linking physiology
to feeling, and because they interact extensively with each other. The
thyroid axis and gonadal hormones deserve their own comprehensive
treatment, which would require substantially more space than we can
devote here without diluting our core narrative.

Consider this an honest acknowledgment of scope limitations rather
than a claim that these systems don’t matter. A complete account of
how hormones affect feeling would require a much longer book, and
that book would need to confront the same challenges of connecting
established physiology to subjective experience that we struggle with
throughout this one.

5.9 The Stress Response Is Neither Good Nor Bad

Here is something worth pondering: the stress response is a biological
tool, neither inherently good nor inherently bad. It is machinery,
exquisitely calibrated by evolution for circumstances that no longer
define most human lives.

The gazelle fleeing a lion needs every milligram of cortisol it can pro-
duce. The cortisol mobilizes glucose, enhances cardiac output, sharpens
attention, suppresses irrelevant physiological processes. Without an
adequate stress response, the gazelle becomes lunch.

The office worker facing quarterly reviews probably does not need
this level of physiological mobilization. Yet the same machinery acti-
vates, because it cannot distinguish between physical threats and social
evaluations. The system evolved when most stressors were acute and
physical; it operates now in a world where most stressors are chronic
and psychological.

We cannot simply “reduce stress hormones” without consequence—
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cortisol deficiency is a medical emergency called adrenal crisis, requir-
ing immediate hormone replacement. What we want is appropriate
regulation: responses that match circumstances, that terminate when
the challenge ends, that do not accumulate into allostatic load.

This suggests something important about how we think about “stress
management.” The goal is not to avoid activating the HPA axis—that
is neither possible nor desirable. The goal is recovery: ensuring that
cortisol returns to baseline after challenge, that the diurnal rhythm is
preserved, that acute responses do not become chronic states.

The research suggests that what matters most is not the number
of stressors but the completeness of recovery between them. Two
people can face identical stressors and have very different allostatic
load depending on whether they recover fully between exposures. This
reframes the question from “How do I reduce stress?” to “How do I
recover from stress?”—a subtle but important shift.

Let us consider this with an analogy. Think of the stress response as
a credit card. Used appropriately, it provides valuable flexibility—you
can mobilize resources now and pay them back later. Used recklessly,
accumulating charges without paying off the balance, you end up in
debt that compounds over time. The HPA axis allows you to borrow
energy and attention during emergencies. The interest rate is low if you
pay off the balance promptly. Chronic stress is like carrying a balance
month after month, with interest accumulating.

You might ask: “So what practically promotes recovery?” The
honest answer is that we understand the phenomenon better than the
mechanism. Sleep appears to be important—cortisol levels and HRV
recover during sleep. Social connection seems to matter—isolation is
associated with HPA dysregulation. Exercise, paradoxically, is an acute
stressor that appears to improve long-term stress regulation, perhaps
by exercising the recovery mechanisms. But the specific interventions
that most effectively promote recovery, and why they work, remain
areas of active research.

5.10 The Integrated Response: Autonomic and Endocrine To-
gether

In the previous chapter, we examined the autonomic nervous system—
the sympathetic activation that produces the racing heart and sweaty
palms within seconds of threat detection. The HPA axis operates on
a longer timescale, with effects emerging over minutes to hours. But
these systems do not operate independently. They are coordinated
components of an integrated stress response.

When you hear that branch snap in the forest, both systems activate.
The sympathetic nervous system produces immediate effects: heart
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rate increases within a few beats, airways dilate within seconds, blood
pressure rises, pupils dilate. These neural effects prepare you for
immediate action. Simultaneously, the HPA axis begins its slower
cascade. CRH is released, ACTH follows, and cortisol begins rising
15–20 minutes later.

Why have two systems? The sympathetic system handles the first
few minutes—the time when you might actually need to fight or flee. If
the threat resolves quickly (it was just a falling branch), the sympathetic
activation subsides and the HPA axis response may never fully develop.
If the threat persists (there is actually a bear), the cortisol that arrives
later sustains the response, mobilizing metabolic reserves to support
continued action.

The systems also interact chemically. CRH, besides triggering ACTH
release, also activates the locus coeruleus, the brainstem nucleus that
releases norepinephrine throughout the brain. So the HPA signal
amplifies sympathetic arousal. Conversely, catecholamines from the
adrenal medulla enhance CRH release from the hypothalamus. The
systems reinforce each other.

This integration makes biological sense. An organism facing a se-
rious threat needs a coordinated response: immediate physiological
mobilization (sympathetic), sustained metabolic support (cortisol), and
behavioral changes (arousal, attention, memory formation). Fragmen-
tary responses would be less effective than a unified response that
marshals all available resources.

But the integration also means that chronic activation of one system
tends to drag the other along. Chronic sympathetic arousal promotes
HPA activation. Chronic cortisol elevation affects sympathetic tone.
Dysregulation in one system spreads to the other. This may help explain
why chronic stress produces such widespread physiological effects—it
is not just one system running too hot but an integrated network of
systems all shifted from their normal operating points.

5.11 What We Still Don’t Understand

Let us be honest about the limits of our knowledge. We understand
the molecular cascade of the HPA axis in considerable detail. We can
measure cortisol accurately. We have extensive epidemiological data
linking stress markers to health outcomes. But several fundamental
questions remain unresolved.

First, we do not fully understand individual differences. Why do
some people show robust cortisol responses to acute stress and rapid
recovery, while others show blunted responses or prolonged elevation?
Genetics plays a role, but specific genetic variants explain only a small
fraction of the variance. Early life experience matters—childhood
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adversity is associated with altered HPA function in adulthood—but
the mechanisms are unclear. Current health status, sleep quality, social
support, and countless other factors contribute. We can describe the
variation but not fully explain it.

Second, the relationship between HPA function and subjective expe-
rience remains obscure. We know that cortisol levels are associated with
self-reported stress, but the correlation is modest. People with similar
cortisol profiles report very different subjective states. Two individuals
can experience the same cortisol surge and describe entirely different
internal experiences. The physiology constrains the psychology but
does not determine it.

Third, the clinical implications are frustratingly unclear. We know
that HPA dysregulation is associated with depression, anxiety, chronic
fatigue, and numerous other conditions. But treatments that tar-
get the HPA axis directly—CRH antagonists, glucocorticoid receptor
modulators—have generally disappointed in clinical trials. Either the
HPA axis is less causal than we thought, or we are targeting the wrong
components, or the dysregulation is consequence rather than cause.
The research continues.

You might ask: “If we understand the machinery so well, why can’t
we fix it when it goes wrong?” This is a profound question about
the relationship between mechanistic understanding and therapeutic
intervention. We understand internal combustion engines very well,
yet cars still break down in ways that are difficult to repair. Biological
systems are vastly more complex. Understanding the parts does not
automatically yield the ability to repair the whole, especially when
the whole involves feedback loops, adaptation, and compensatory
mechanisms that resist simple intervention.

5.12 Toward the Body’s Clock

We have traced the HPA axis from hypothalamus to adrenal cortex,
examined its negative feedback loops, calculated cumulative cortisol
exposure, and considered what happens when regulation fails. But we
have taken one thing for granted: the diurnal rhythm itself. Cortisol
peaks in the morning and falls at night—but where does this rhythm
come from?

The answer lies in molecular clocks ticking inside nearly every cell
of your body. The suprachiasmatic nucleus—a tiny cluster of neurons
above the optic chiasm—serves as master pacemaker, coordinating pe-
ripheral clocks throughout the body. The HPA axis does not simply
respond to the day-night cycle; it is entrained by a self-sustaining oscil-
lator whose molecular components we now understand in remarkable
detail.
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These transcription-translation feedback loops—the CLOCK and
BMAL1 proteins driving expression of PER and CRY, which then inhibit
their own transcription—generate approximately 24-hour rhythms that
persist even in constant darkness. The cortisol awakening response,
the diurnal decline, the midnight nadir: all are manifestations of this
underlying clockwork.

Understanding circadian rhythms is essential to understanding stress
physiology, because the HPA axis and the circadian system are deeply
intertwined. Circadian disruption—from shift work, jet lag, or irreg-
ular sleep schedules—flattens the cortisol rhythm and impairs stress
regulation. Chronic stress, conversely, disrupts circadian function. The
systems are coupled, and dysfunction in one propagates to the other.

In the next chapter, we turn to the body’s clock.

The stress axis is ancient machinery repurposed for modern problems. The same cascade that mobilized our ancestors to escape
predators now activates before job interviews and during difficult conversations. When the activation is brief and recovery is
complete, the system works as designed. When activation becomes chronic, the protective machinery slowly becomes destructive.
Understanding this transition—from adaptive response to allostatic load—requires appreciating both the power of the stress response
and its fundamental mismatch with the chronic, psychological stressors of contemporary life. The HPA axis is neither friend nor
enemy; it is a tool whose effects depend entirely on how we use it, and how completely we allow it to rest.



6
The Body’s Clock

In 1962, a French geologist named Michel Siffre descended into a cave in the Alps and stayed there for two months.
No sunlight. No clocks. No schedules. He wanted to see what would happen to his sense of time. What happened
was this: his body kept time without him. He slept and woke in cycles of roughly 24 hours—sometimes drifting a bit
longer—completely isolated from the world above. The rhythm persisted because it came from within.

Here is something worth pondering. You have lived your entire life
assuming that you feel tired at night because it is dark, and alert in the
morning because the sun rose. This seems obvious, almost tautological.
But place a person in a windowless bunker with no time cues—no
clocks, no schedules, no sunlight, no social contact that might hint at
the hour—and they will still feel sleepy and alert in roughly 24-hour
cycles. The rhythm drifts, revealing its internal origin, but it persists.

This means something remarkable: you carry a clock inside you.
Not a metaphorical clock, but molecular machinery that oscillates with
a period close to 24 hours, that has been running since before you
were born, that coordinates thousands of genes across every tissue in
your body. This clock does not just respond to the day-night cycle—it
anticipates it. Your cortisol begins rising before dawn, preparing you for
waking before you have any sensory evidence that morning is coming.

Think of it like a conductor leading an orchestra. The musicians
could, in principle, watch each other and stay roughly synchronized.
But with a conductor, they can anticipate—the violins know when to
come in, the timpani knows when to crescendo. Your body’s master
clock, sitting in a tiny region of the hypothalamus, conducts the orches-
tra of your physiology. And like any good conductor, it keeps time
even when the concert hall goes dark.

6.1 Jet Lag: A Natural Experiment

Let us begin with an experiment you could perform on yourself, though
I do not recommend it. Fly from New York to Paris, arriving at 8 AM
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local time. You will feel terrible for several days. Your body will insist
it is 2 AM when the sun is blazing; you will be ravenously hungry at 3

AM and nauseated at dinner. Your reaction time, mood, and digestion
will all suffer. This is jet lag.

Now consider what jet lag reveals. If your sleepiness simply tracked
environmental darkness, you would adapt immediately—Paris has the
same day-night cycle as New York. But you do not adapt immediately.
Your internal clock, trained by years of New York time, continues
running on its original schedule. It takes roughly one day per timezone
crossed—about six days for the New York-to-Paris trip—for your clock
to fully re-entrain.

Days
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Figure 6.1: Recovery from a 6-hour time-
zone shift. Westward travel (requiring
phase delay) typically resolves in 3–4

days, while eastward travel (requiring
phase advance) takes 5–6 days. The asym-
metry reflects the human clock’s natural
tendency to run slightly longer than 24

hours.

Here are some numbers. Core body temperature normally oscillates
with a circadian period, reaching its minimum around 4–5 AM local
time. The amplitude is modest—about 0.5–1.0 degrees Celsius—but
remarkably consistent. After the New York-to-Paris flight, your temper-
ature minimum initially occurs around 10–11 AM Paris time (still 4–5

AM New York time). Over subsequent days, it gradually shifts earlier
until it aligns with local time.

The same is true for dozens of other rhythms: melatonin secretion,
blood pressure, cell division rates, gene expression in nearly every
organ. Each has its characteristic timing, and each takes time to re-
synchronize. During jet lag, these rhythms are temporarily misaligned
with each other—a state called internal desynchrony that may con-
tribute to symptoms beyond simple fatigue.

Here is what is particularly interesting: the rates of re-entrainment
differ for different rhythms. Temperature might shift fairly quickly;
cortisol more slowly; liver function at still a different rate. For several
days, your physiology is in a kind of temporal chaos, different clocks
running at different times. This may explain why jet lag involves not just
sleepiness but digestive disturbance, cognitive impairment, and mood
dysregulation—different systems are momentarily miscoordinated.

You might ask: “If jet lag is just about being tired, why not simply
sleep more?” But sleep does not fix jet lag, because jet lag is not
primarily about sleep debt. It is about temporal misalignment. You
can sleep eight hours in Paris and still feel terrible if those eight hours
occur when your body thinks it is afternoon. The problem is not how
much sleep you get but when you get it relative to your internal clock.

6.2 The Master Clock

Where is this clock? The answer was established through elegant lesion
experiments in the 1970s. Researchers found that destroying a tiny
region of the hypothalamus—the suprachiasmatic nucleus, or SCN—
abolished circadian rhythms in rodents. These animals still slept, but
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without predictable timing; they ate and drank and ran on wheels at
random hours.1 1 The SCN takes its name from its lo-

cation: directly above (“supra”) the op-
tic chiasm, where the optic nerves cross.
This positioning is not accidental—the
clock that synchronizes to light needs di-
rect access to visual information.

The human SCN contains roughly 20,000 neurons—not many by
brain standards, but sufficient to serve as master pacemaker. Each
SCN neuron is itself a clock; even when dissociated and cultured
individually, SCN neurons fire with approximately 24-hour periodicity.
The collective rhythm of the SCN is more precise than any individual
neuron, suggesting that coupling between neurons averages out noise.
Think of it like an orchestra again: each musician has some timing
variability, but together they achieve precision that none could manage
alone.

The SCN coordinates peripheral clocks throughout the body via
both neural and hormonal signals. It projects to hypothalamic regions
controlling the HPA axis (hence the circadian rhythm of cortisol we
discussed in the previous chapter) and the pineal gland (hence the
circadian rhythm of melatonin). It also coordinates peripheral clocks in
liver, muscle, fat, and other tissues through systemic signals including
cortisol itself, body temperature, and feeding timing.

This hierarchical organization—master clock in the SCN, peripheral
clocks in tissues—creates opportunities for misalignment. The SCN
entrains primarily to light. Peripheral clocks entrain additionally to
food timing and other cues. If you eat your meals at unusual times
while maintaining normal light exposure, your liver clock may shift
while your SCN stays put. This “metabolic jet lag” may contribute to
the health consequences of shift work and irregular eating patterns.

You might ask: “If the SCN is the master clock, why does destroying
it abolish rhythms rather than just disrupting them?” The answer is that
peripheral clocks, without SCN coordination, gradually desynchronize
from each other. They continue oscillating, but they drift to different
phases, so that at the whole-organism level, rhythmicity is lost. It is
like an orchestra without a conductor: each musician keeps playing,
but they gradually fall out of sync until the music becomes cacophony.

6.3 The Molecular Clock

Now we ask: how does a cell keep time? The answer, worked out
through decades of research in organisms from bread mold to humans,
involves transcription-translation feedback loops with built-in delays.
This is where the story becomes genuinely elegant.

The core mechanism involves four groups of proteins in mammals:
CLOCK and BMAL1 (the positive elements), and PER and CRY (the
negative elements). Here is how they interact:

CLOCK and BMAL1 proteins bind together and activate transcrip-
tion of the Per and Cry genes. The cell begins making PER and CRY
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proteins, which accumulate in the cytoplasm. These proteins then
form complexes, enter the nucleus, and—here is the key step—inhibit
CLOCK-BMAL1, suppressing their own transcription. It is as if a
factory’s output eventually shuts down its own assembly line.

CLOCK-BMAL1
activate genes

Per/Cry mRNA

PER-CRY
protein

Inhibition Period:
∼24 hours

Figure 6.2: The circadian feedback loop.
CLOCK-BMAL1 activate Per and Cry
genes. The proteins accumulate, in-
hibit CLOCK-BMAL1, then degrade—
releasing inhibition and restarting the cy-
cle.

But if PER and CRY simply accumulated and shut everything down
permanently, the system would stop, not oscillate. The trick is that
PER and CRY proteins are gradually degraded. As their levels fall,
repression lifts, CLOCK-BMAL1 resumes activity, and the cycle begins
again.

The period of this oscillation—approximately 24 hours in humans—
depends on the rates of protein synthesis, degradation, nuclear entry,
and other steps. Each step introduces a delay, and the sum of these
delays determines the period. It is like a message passed around a
circle: if each person takes one hour to pass it along, and there are 24

people, the message returns to its starting point every 24 hours.
Here are specific numbers. In humans, the intrinsic period—measured

in isolation from environmental cues—averages about 24.2 hours, with
individual variation ranging from roughly 23.5 to 25 hours.2 This slight 2 The measurement of intrinsic period re-

quires isolating subjects from all time
cues for extended periods. Early stud-
ies by Jürgen Aschoff in underground
bunkers established human free-running
periods, typically finding values slightly
longer than 24 hours.

deviation from exactly 24 hours explains why humans in temporal
isolation tend to drift later each day. We require daily light exposure to
reset the clock, pulling it back to environmental time.

The degradation of PER proteins is particularly important. The
enzyme casein kinase 1 (CK1) phosphorylates PER2, marking it for
destruction. The rate of PER2 degradation is a key determinant of
period length. Mutations in CK1 or PER2 that alter phosphorylation
rates cause “familial advanced sleep phase syndrome” (FASPS), where
individuals have circadian periods several hours shorter than normal
and consequently wake extremely early—around 4 AM—feeling fully
alert while the rest of the world sleeps.
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The 2017 Nobel Prize in Physiology or Medicine was awarded to
Jeffrey Hall, Michael Rosbash, and Michael Young for discovering this
molecular mechanism—primarily through work in fruit flies beginning
in the 1980s. The conservation of this mechanism from flies to humans
illustrates how fundamental circadian timekeeping is to eukaryotic life.
Evolution arrived at this solution long ago and has preserved it across
hundreds of millions of years.

6.4 De Mairan’s Mimosa

The scientific study of circadian rhythms began, oddly enough, with
a potted plant and an astronomer’s curiosity. In 1729, Jean-Jacques
d’Ortous de Mairan noticed that his Mimosa pudica—the sensitive plant
whose leaves fold when touched—opened its leaves during the day
and closed them at night. This was unremarkable; many plants do this.
What de Mairan wondered was whether the plant was responding to
light or following some internal schedule.

Day

Open

Night

Closed

In constant dark

Figure 6.3: De Mairan’s 1729 observation.
Mimosa leaves continued their day/night
rhythm even in constant darkness—
proving the clock was endogenous.

He placed the plants in continuous darkness. The leaves continued to
open and close in roughly 24-hour cycles. This simple observation—that
rhythms persist in constant conditions—established the endogenous
nature of biological clocks. The rhythm was not just a response to the
environment; it was generated from within.

De Mairan did not follow up on this observation, and it took an-
other two centuries before biological clocks received serious scientific
attention. In the 1950s and 1960s, Colin Pittendrigh working with
fruit flies and Jürgen Aschoff working with humans in underground
bunkers established the field of chronobiology. Pittendrigh showed
that circadian clocks were temperature-compensated—their period re-
mained stable across a range of temperatures, unlike most chemical
reactions—suggesting sophisticated regulatory mechanisms. A simple
chemical oscillator would speed up when heated; the circadian clock
does not.

The molecular era began in 1971 when Ron Konopka and Seymour
Benzer identified the first clock gene mutation in Drosophila. They
screened thousands of flies and found three remarkable mutants: one
with a 19-hour period, one with a 29-hour period, and one completely
arrhythmic. All three mutations mapped to the same gene, which they
named period. This established that circadian rhythms were genetically
determined and opened the door to molecular analysis.

From de Mairan’s potted plant to Hall, Rosbash, and Young’s Nobel
Prize, the field progressed by consistently applying a simple principle: if
you want to understand a rhythm, observe it in constant conditions and
see what persists. The persistence is the signature of true endogenous
timing.
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6.5 How Light Sets the Clock

A clock that runs at approximately 24 hours is useful, but only if it is
synchronized to the actual day-night cycle. The process of synchroniza-
tion is called entrainment, and light is the primary entraining signal
for the SCN.

The pathway begins with a specialized population of retinal gan-
glion cells—the neurons that send visual information from the eye
to the brain. But these particular cells do not contribute to vision in
the ordinary sense. They contain melanopsin, a photopigment that
makes them directly sensitive to light, independent of rods and cones.
These intrinsically photosensitive retinal ganglion cells project via the
retinohypothalamic tract directly to the SCN. When light activates them,
glutamate release in the SCN triggers signaling cascades that shift clock
phase.

The direction and magnitude of the shift depend on when light
occurs. This is captured by the “phase response curve”: light in the
early subjective night delays the clock; light in the late subjective night
advances it; light during subjective day has minimal effect. Think of
the clock as a child who does not want to go to bed. Evening light
says “stay up later”—a delay. Morning light says “time to get up”—an
advance.

Here are approximate numbers for humans. Bright light (greater
than 1000 lux, comparable to outdoor daylight) administered for 2–3

hours in the early night can delay the clock by 1–2 hours. The same
light in the late night can advance it by 1–2 hours. The maximum phase
shift achievable per day is roughly 1–2 hours—explaining why jet lag
takes days to resolve rather than correcting overnight.

You might ask: “Why can the clock only shift by 1–2 hours per day?
That seems inefficient.” Consider what would happen if the clock could
shift instantly. Any random bright light—a car’s headlights, a bathroom
visit—could reset your entire circadian system. The sluggishness of the
clock is a feature, not a bug. It provides stability, preventing transient
signals from disrupting the system. The cost is that genuine timezone
shifts take time to accommodate.

Melatonin—the “darkness hormone” secreted by the pineal gland—
also serves as an entraining signal for peripheral clocks. The SCN
inhibits melatonin synthesis during day; as SCN output decreases at
night, melatonin rises, signaling darkness to the rest of the body. This
is why melatonin supplements can help with jet lag: they provide a
darkness signal that helps re-entrain peripheral clocks even when the
environment says otherwise.

Room light at night suppresses melatonin. Modern LED screens
emit substantial short-wavelength light—the blue light that melanopsin
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is especially sensitive to—potentially disrupting circadian entrainment.
Whether typical evening screen use meaningfully disrupts circadian
rhythms in humans is debated, but the mechanism exists. Your phone
cannot reset your clock instantly, but it may be whispering “stay up
later” every evening.

6.6 Predicting Jet Lag Recovery

Let us calculate expected recovery time for a concrete scenario, because
putting numbers to these principles makes them real.

A traveler flies from San Francisco (UTC−8) to Berlin (UTC+1),
crossing 9 time zones eastward. The traveler must advance their clock
by 9 hours.

The maximum phase advance rate in humans is approximately 1–1.5
hours per day under typical light exposure conditions. Taking the
middle of this range, we predict:

Recovery time ≈ 9 hours
1.25 hours/day

≈ 7 days

In practice, recovery from large eastward shifts often takes even
longer because the traveler may have suboptimal light exposure and
because the clock might initially attempt to delay (going the “wrong
way” around the clock) before advancing.

Now consider the reverse trip: Berlin to San Francisco, 9 time zones
westward. The traveler must delay their clock by 9 hours. Delays are
easier than advances—the phase response curve shows that 2–3 hour
delays per day are achievable. We predict:

Recovery time ≈ 9 hours
2.5 hours/day

≈ 3–4 days

This asymmetry—eastward jet lag being harder than westward—
is consistently observed. It reflects the fact that the human intrinsic
period (approximately 24.2 hours) favors delays over advances; we are
naturally inclined to drift later, and eastward travel requires us to fight
that tendency.

East ∼1 hr/day

West ∼2 hr/day

Figure 6.4: Jet lag asymmetry. Westward
travel is easier because our natural period
exceeds 24 hours—we drift later. East-
ward fights this tendency.

Let us optimize recovery using timed light exposure. The phase
response curve tells us that light in the late subjective night (roughly
4–6 AM on the old schedule) produces phase advances. For our San
Francisco-to-Berlin traveler, on arrival day, 8 AM Berlin time corre-
sponds to 11 PM in San Francisco—subjective evening, when light
produces phase delays. Early morning Berlin light would actually
make things worse initially.

The optimal strategy: on arrival day, avoid bright light in the Berlin
morning (when it is your subjective evening) and seek light in the Berlin
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afternoon and evening (when it is your late subjective night). Over
subsequent days, gradually shift your light-seeking earlier until aligned
with local time.

You might ask: “This sounds complicated. Does anyone actually do
this?” Probably not in practice. Most travelers simply suffer through
jet lag, and their clocks eventually re-entrain through haphazard light
exposure. But understanding the principles explains why jet lag feels
the way it does, and why some recovery strategies work better than
others.

6.7 Chronotypes: Larks and Owls

Not everyone has the same circadian timing. Some people wake early,
feeling alert at 6 AM but struggling to stay awake past 9 PM. Others
cannot function before noon but do their best work at midnight. These
differences in timing preference are called chronotypes, and they have
a genuine biological basis.

You might ask: “Is there really such a thing as a morning person,
or is it just habit?” Both. Chronotype shows substantial heritability—
perhaps 40–50% of the variance in morningness-eveningness can be
attributed to genetic factors. Specific variants in clock genes (PER2,
PER3, CK1delta) associate with morning or evening preference. But
habits matter too: consistent light exposure in the morning, consistent
sleep timing, and avoiding bright light at night can shift chronotype
toward morningness. Biology provides a tendency; behavior amplifies
or counteracts it.

The intrinsic period correlates with chronotype, but the relationship
is modest. Night owls (late chronotypes) tend to have slightly longer
intrinsic periods, making them prone to delay. Morning larks tend
toward shorter periods. But the differences are small—perhaps 15–30

minutes in intrinsic period between extreme larks and owls—yet they
compound day after day to produce substantial differences in preferred
timing.

You might ask: “Why do teenagers sleep so late? Is it just laziness?”
Adolescence is associated with a genuine biological shift toward later
chronotype—a delayed circadian phase that appears across cultures
and in other species. The mechanisms are not fully understood but may
involve pubertal hormones interacting with clock machinery. Starting
high school at 7 AM forces adolescents to function during their biolog-
ical night. This is not laziness; it is developmental biology colliding
with social schedules.

The mismatch between chronotype and social obligations has real
consequences. A night owl forced to wake at 6 AM for work accumu-
lates “social jet lag”—a chronic misalignment between internal and
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external time that may contribute to fatigue, poor performance, and
health problems. Studies of shift workers, who experience the most
extreme circadian disruption, show elevated rates of metabolic disease,
cardiovascular disease, and certain cancers—though establishing causa-
tion is difficult because shift workers differ from day workers in many
ways beyond their schedules.

Let us think about this with our orchestra metaphor. Imagine a
musician whose internal tempo naturally runs slightly slow. They can
keep up with the orchestra, but it requires constant effort—they are
always rushing slightly to stay synchronized. This chronic effort has
costs. The early bird may genuinely have an advantage, not because
early rising is morally superior, but because social schedules favor those
whose internal clocks naturally align with conventional timing.

6.8 Peripheral Clocks and Temporal Chaos

The SCN is the master clock, but it is not the only clock. Nearly
every tissue in the body contains its own circadian oscillator, running
on the same molecular machinery—CLOCK, BMAL1, PER, CRY—but
potentially at different phases.

You might ask: “Does the gut have its own circadian clock?” Yes,
and this creates interesting complications. The liver, intestine, and
gut microbiome all show circadian rhythms. The liver clock influ-
ences when glucose is most efficiently metabolized. Eating at unusual
times—relative to the liver’s clock—may contribute to metabolic dys-
function. The gut clock affects drug absorption; some medications
work better when timed to circadian phase. The emerging field of
“chrono-pharmacology” explores how timing drug administration to
circadian phase might improve efficacy and reduce side effects.

The peripheral clocks normally stay synchronized to the SCN through
multiple signals: neural connections, hormones like cortisol and mela-
tonin, body temperature rhythms, and feeding timing. But these sig-
nals can conflict. If you fly across six time zones, your SCN begins
re-entraining to the new light-dark cycle, but your liver may still be
responding to your old meal timing. Different organs may be running
on different schedules for days.

This internal desynchrony—different clocks at different phases—may
explain some of the broader symptoms of jet lag and shift work. It
is not just that you are tired; it is that your liver thinks it is midnight
while your brain thinks it is noon. The physiological processes that
should be coordinated are momentarily uncoupled.

Let us return to our orchestra metaphor one more time. The con-
ductor has begun following a new tempo, but some sections of the
orchestra are still playing the old tempo. The strings have caught on,
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but the percussion is still in the old rhythm, and the woodwinds are
somewhere in between. The result is not just imprecision but a kind of
musical chaos, notes landing where they should not, harmonies that
clash instead of complement.

You might ask: “Can I just ignore my circadian rhythm and force
myself onto any schedule?” To some extent, yes—you can override
circadian signals with alarm clocks and caffeine. But there appear to be
costs. Performance is worse during the biological night regardless of
sleep amount. The clock can be overridden, but it keeps ticking, and it
exacts a toll for being ignored.

6.9 What We Know and What We Do Not

Let us take stock. We understand the molecular machinery of the circa-
dian clock in remarkable detail. We can identify the genes, characterize
the proteins, trace the feedback loops, measure the phosphorylation
events that determine period length. We can explain why jet lag occurs,
predict how long it will last, and devise strategies to accelerate recovery.
This is mechanism in exquisite detail.

And yet—why does circadian disruption make us feel bad?
The molecular explanation tells us that transcription factors are os-

cillating at the wrong phase relative to the environment. PER proteins
are accumulating when they should be degrading; CLOCK-BMAL1 are
active when they should be inhibited. But why should oscillating tran-
scription factors produce the subjective experience of fatigue, malaise,
and cognitive fog?

We can point to proximate causes: sleep is disrupted, metabolism
is impaired, hormones are misaligned, body temperature is cycling
at the wrong time. Each of these could contribute to feeling terrible.
But the deeper question—how molecular oscillations become subjective
experience—remains as mysterious for the circadian system as for any
other topic in this book.

Consider: you can measure someone’s PER2 expression, their mela-
tonin levels, their core body temperature rhythm. You can determine
precisely how misaligned their circadian system is. And yet you cannot
predict from these measurements alone how bad they will feel. Some
people tolerate jet lag well; others are devastated by it. The physiology
constrains the psychology but does not determine it.

This is perhaps as good as biological explanation gets: detailed
mechanism, reliable prediction, and an honest admission that subjective
experience remains partly mysterious. We know what the clock is made
of and how it works. We do not fully know why disrupting it feels the
way it does.
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6.10 The Clock and the Stress Axis

In the previous chapter, we traced the HPA axis from hypothalamus to
adrenal cortex, examining cortisol’s daily rhythm. That rhythm—rising
in the morning, falling at night—is not just associated with the circadian
system; it is generated by it.

The SCN projects to the paraventricular nucleus of the hypothalamus,
where the HPA axis begins. Through this pathway, the circadian clock
drives the anticipatory morning rise in cortisol, preparing your body for
waking before you have any conscious awareness that morning is ap-
proaching. The cortisol awakening response we discussed—that surge
in the first hour after waking—is a circadian phenomenon, dependent
on the timing signals from the SCN.

When circadian rhythms are disrupted, cortisol rhythms suffer. Shift
workers often show flattened cortisol profiles, lacking the crisp morning
peak and evening nadir that characterize healthy function. Jet lag
temporarily disrupts cortisol timing. Chronic circadian disruption may
contribute to the HPA axis dysregulation we associated with allostatic
load.

The systems are coupled, and dysfunction in one propagates to the
other. Circadian disruption impairs stress regulation; chronic stress
disrupts circadian function. Understanding one requires understanding
both.

6.11 Toward Sleep

The circadian system generates rhythms, but it does not explain why
you feel compelled to sleep at night—why wakefulness, unlike hunger,
cannot be indefinitely postponed without catastrophic consequences.
The circadian process gates when sleep is possible, making you sleepier
at some times than others. But a separate homeostatic process deter-
mines how much sleep you need.

This is the two-process model of sleep regulation. Process C (circa-
dian) oscillates with a roughly 24-hour period, promoting wakefulness
during the day and permitting sleep at night. Process S (sleep home-
ostasis) accumulates during waking—the longer you stay awake, the
stronger the pressure to sleep. Sleep discharges this pressure; waking
allows it to build again.

The two processes interact but are distinct. A person who has
been awake for 36 hours will feel overwhelmingly sleepy even if their
circadian clock says it is noon. A person who slept well but is awake
at 4 AM will feel tired despite having no sleep debt, because their
circadian clock is in its trough. The subjective experience of sleepiness
reflects both processes, and the circadian system alone cannot explain
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it.
This frames the question we turn to next: not when sleep occurs,

but what sleep actually does. The brain spends a third of its existence
in a state profoundly different from waking—cycling through stages
with distinct EEG signatures, consolidating memories, perhaps clearing
metabolic waste. And despite decades of research, we still do not fully
understand why we need to sleep at all.

In the next chapter, we ask: why do we sleep?

The body’s clock is ancient machinery, refined over billions of years, ticking in every cell from bacteria to brain. It anticipates the
turning of the earth, preparing you for day before the sun rises, for night before darkness falls. The molecular components are now well
characterized: CLOCK and BMAL1 activating, PER and CRY inhibiting, the whole cycle completing every 24.2 hours in humans,
requiring daily light to pull it back to environmental time. Yet knowing the mechanism does not quite explain the experience—the
grogginess of jet lag, the alertness of morning, the deep fatigue of fighting your own internal time. The clock keeps ticking whether we
heed it or not. The question is not whether to have a circadian rhythm but whether to work with it or against it. Evolution has been
optimizing this machinery for far longer than we have been ignoring it.



7
Why We Sleep

Here is a puzzle that should keep you awake at night—though of course it will not. You spend roughly a third of your
life unconscious. During this time, you cannot eat, cannot mate, cannot care for offspring, cannot watch for predators.
In the calculus of natural selection, where every hour matters, sleep looks like an extravagant waste. A sleepless mutant
should have outcompeted its drowsy rivals millions of years ago. Yet every animal with a nervous system sleeps, or
does something so similar that we cannot distinguish it. Fruit flies sleep. Jellyfish sleep. Even nematode worms, with
exactly 302 neurons, show a sleep-like state. Evolution has preserved this vulnerable, seemingly wasteful behavior across
hundreds of millions of years, suggesting that whatever sleep does, it must be essential.

The puzzle deepens when you consider what happens without sleep.
Rats deprived of sleep die within two to three weeks—faster than
they die from starvation. Humans who go without sleep for extended
periods experience cognitive collapse, emotional instability, and eventu-
ally hallucinations. The longest documented case of intentional sleep
deprivation, Randy Gardner’s eleven days in 1964, produced severe
impairment that resolved only with recovery sleep. Whatever sleep
does, it is not optional. The machinery of mind cannot run indefinitely
without periodic shutdown.

And yet we do not know, with anything like certainty, what that
essential function is. We have theories—memory consolidation, synap-
tic homeostasis, metabolic clearance—each supported by substantial
evidence, none fully satisfying. Sleep may serve multiple functions,
different purposes accomplished during different stages. Or we may be
missing something fundamental, some function so basic that we cannot
yet see it clearly.

Let us approach this mystery the way a physicist might approach
a strange phenomenon: by careful observation, by measurement, by
tracing what we can measure to what we cannot directly see. We will
spend a night in a sleep laboratory, watching the brain cycle through
its stages. We will examine the two processes that govern when sleep
occurs. We will work through the evidence for various theories of
function. And we will be honest about what remains unknown.
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Think of it like archaeology. We have found the ruins of an ancient
city—the architecture of sleep, its stages and cycles, its molecular
machinery. We can describe the ruins in exquisite detail. But what
the city was for, what life was like within its walls, remains partly
mysterious. The ruins constrain our theories, but they do not uniquely
determine them.

7.1 A Night in the Sleep Laboratory

Let us begin with what a sleep researcher actually sees. Imagine you
have volunteered for an overnight study. Technicians attach electrodes
to your scalp to record the electroencephalogram (EEG), near your eyes
to track eye movements, and under your chin to measure muscle tone.
Additional sensors monitor heart rate, breathing, and blood oxygen.
Then you attempt to sleep while being watched—surprisingly, most
people adapt after the first night.

EEG Signatures

Awake 12–30 Hz

Relaxed 8–12 Hz

Light sleep 4–7 Hz

Deep sleep 0.5–2 Hz

Figure 7.1: EEG frequency bands. Wak-
ing shows fast, low-amplitude activity.
As sleep deepens, waves become slower
and larger, reflecting synchronized neu-
ral firing across cortical populations.

When you are awake and alert, the EEG shows low-amplitude, high-
frequency activity—12 to 30 Hz “beta” waves. Many neural populations
are active, but they fire asynchronously, so their electrical signals partly
cancel. The result is a busy, irregular pattern. As you relax with eyes
closed, the rhythm slows to 8 to 12 Hz “alpha” waves, the signature of
relaxed wakefulness.

As you fall asleep, the EEG transforms. Stage N1, the lightest sleep,
replaces alpha with even slower theta activity (4 to 7 Hz). You are
drowsy; stimuli can still easily wake you. This stage typically lasts
just a few minutes, perhaps 5% of total sleep time. Most people, if
awakened from N1, deny having been asleep at all—it is the threshold
between waking and sleeping, a no-man’s-land of consciousness.

Stage N2 is defined by two distinctive waveforms that appear against
the theta background. Sleep spindles are brief bursts of 12 to 14 Hz
activity lasting 0.5 to 1.5 seconds—sudden oscillations generated by
thalamic circuits. K-complexes are sharp negative deflections followed
by positive waves, often triggered by external sounds but occurring
spontaneously as well. You are now definitely asleep; the arousal
threshold is elevated. N2 constitutes roughly 50% of sleep in young
adults, the workhorse stage of the night.

Stage N3, also called slow-wave sleep or deep sleep, shows high-
amplitude (greater than 75 microvolts), low-frequency (less than 2 Hz)
delta waves. These slow oscillations represent something remarkable:
synchronized activity across large populations of cortical neurons, mil-
lions of cells alternating together between “up states” (depolarized,
firing) and “down states” (hyperpolarized, silent). The arousal thresh-
old is highest; a loud noise might not wake you. Growth hormone
secretion peaks during N3. The brain’s metabolic rate drops. This stage
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predominates in the first third of the night.
Then, roughly 90 minutes after sleep onset, something unexpected

happens. The EEG suddenly looks almost like waking—low amplitude,
mixed frequency, theta and even some alpha activity. But your eyes
are darting rapidly beneath closed lids. Your skeletal muscles are
paralyzed, except for the diaphragm (you must keep breathing) and
the eye muscles (hence the darting). You are dreaming—if awakened
from this stage, you will likely report vivid, narrative dreams about
80% of the time.

This is REM sleep, and its discovery in 1953 changed everything we
thought we knew about the sleeping brain.

7.2 The Discovery That Changed Everything

Nathaniel Kleitman had devoted his career to studying sleep. A
Russian-born physiologist at the University of Chicago, he had once
spent 32 days in Mammoth Cave in Kentucky, isolated from all time
cues, to study what happened to sleep rhythms in the absence of day-
night cycles. But by the early 1950s, sleep research had reached a kind of
plateau. Sleep was understood as a passive state—the brain “switching
off,” nothing particularly interesting happening until morning.

In 1952, Kleitman assigned his graduate student Eugene Aserinsky
to study eye movements in sleeping infants. It was considered a back-
water project. Aserinsky rigged up an electrooculogram to track eye
movements and began recording from his eight-year-old son Armond
as he slept. What he observed was unexpected: periods of rapid, con-
jugate eye movements occurring in clusters, interspersed with long
periods of quiescence.

At first, Aserinsky suspected equipment malfunction. The polygraph
pens were swinging wildly during these episodes, as if the sleeper were
watching a tennis match with eyes closed. He checked and rechecked
the apparatus. The pattern persisted across subjects. And it correlated
with something else: a distinctive EEG pattern, low amplitude and
mixed frequency, quite unlike the slow waves of deep sleep.

Aserinsky and Kleitman awakened subjects during these episodes
and during the quiescent periods. The difference was striking. Awak-
enings during rapid eye movement periods produced reports of vivid,
narrative dreaming about 80% of the time. Awakenings during non-
REM periods produced such reports less than 10% of the time. They
had discovered that dreaming had a physiological signature—that the
subjective experience of dreaming was tied to a specific, measurable
brain state.

Their 1953 paper in Science, “Regularly Occurring Periods of Eye
Motility, and Concomitant Phenomena, During Sleep,” launched the
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modern era of sleep research.1 Sleep was not uniform; it had distinct 1 The paper was remarkably understated
given its significance. Science moves
slowly sometimes, and the full implica-
tions of REM sleep took years to unfold.

stages with different properties. The brain during REM sleep was not
shut down—it was highly active, burning glucose at rates comparable
to waking, just in a different mode. The parallel discovery by William
Dement that REM periods recurred cyclically throughout the night,
roughly every 90 minutes, revealed that sleep had architecture—a
structure that repeated across the night.

Kleitman lived to 104, longer than any subject in his early sleep
studies. He reportedly expressed frustration late in life that the funda-
mental question—why we sleep—remained unanswered. “We know
more and more about sleep,” he said, “but we still don’t know what
it is for.” That assessment, made decades ago, remains partially true
today.

7.3 The Architecture of a Night

Sleep Architecture: A Typical Night

Wake

REM

N1

N2

N3

0 1 2 3 4 5 6 7 8

Hours after sleep onset
N3 dominates early

REM lengthens

REM

Figure 7.2: A hypnogram showing sleep
architecture across a typical 8-hour night.
The brain cycles through stages roughly
every 90 minutes, but the composition
changes: slow-wave sleep (N3) domi-
nates early cycles, while REM periods
lengthen toward morning.

Let us trace a typical night. You lie down around 11 PM, close your
eyes, and within 10 to 20 minutes you have passed through N1 into
N2. Over the next 20 to 30 minutes, you descend into N3, slow-wave
sleep. You spend perhaps 30 to 40 minutes in the depths of N3 before
ascending back through N2 to your first REM period—brief, perhaps 5

to 10 minutes, roughly 90 minutes after sleep onset.
This 90-minute cycle—N1, N2, N3, N2, REM—repeats throughout

the night, but its composition shifts. Early cycles are dominated by
slow-wave sleep; you may spend 40 minutes in N3 during the first cycle
and barely touch it by the fourth. Later cycles have longer REM periods;
your final REM episode before waking might last 30 to 45 minutes. By
morning, you cycle between N2 and REM with almost no N3 at all.
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Here are typical proportions for a young adult sleeping 8 hours:
roughly 5% N1, 50% N2, 20% N3, and 25% REM. These numbers shift
with age. Infants spend nearly 50% of sleep in REM. Elderly adults may
have only 5 to 10% N3 and more fragmented sleep with frequent brief
awakenings. The architecture changes across the lifespan, suggesting
that different stages may serve different developmental functions.

You might ask: “Why does the night have this particular structure—
N3 early, REM late?” We do not entirely know. One possibility is
that slow-wave sleep addresses the most urgent homeostatic needs
accumulated during waking, so it occurs first when sleep pressure is
highest. REM may serve functions—emotional processing, memory
consolidation—that can wait until the brain has done its initial restora-
tion. But this is speculation dressed up as explanation. The architecture
is robust and conserved, which suggests it matters, but the reasons
remain uncertain.

7.4 The Two-Process Model

Why do you fall asleep when you do, and wake when you do? The
dominant framework, proposed by Alexander Borbély in 1982, involves
two interacting processes. Think of them as two forces pushing and
pulling on your state of consciousness.

Process S is the homeostatic sleep drive. It accumulates during wak-
ing and dissipates during sleep. The longer you stay awake, the sleepier
you become—not linearly, but relentlessly. After 16 hours awake, the
pressure is substantial; after 24 hours, it is nearly overwhelming; after
40 hours, you will fall asleep standing up if given the chance. This is
homeostasis: the body defending a setpoint, in this case some required
amount of sleep.

Process C is the circadian rhythm we discussed in the previous chap-
ter. It oscillates with a roughly 24-hour period, promoting wakefulness
during the biological day and permitting sleep during the biological
night. Process C does not make you sleepy; it gates when sleep can
occur. Even with massive sleep pressure, you will find it easier to sleep
at 3 AM than at 3 PM, because the circadian system is permitting sleep
at one time and opposing it at the other.

Sleep occurs when Process S (high sleep pressure) coincides with
Process C (circadian permission). Waking occurs when sleep pressure is
discharged and the circadian system promotes wake. The two processes
interact but are distinct—you can have high sleep pressure during the
circadian day, or low pressure during the circadian night. Jet lag, as we
discussed, involves circadian misalignment; sleep deprivation involves
elevated Process S. Both make you feel terrible, but for different reasons.

The molecular substrate of Process S likely involves adenosine, a
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nucleoside that accumulates in the brain during waking. Adenosine acts
on A1 and A2A receptors in sleep-promoting regions, particularly the
basal forebrain. As adenosine levels rise, the drive to sleep strengthens.
During sleep, adenosine is cleared, and levels fall. Caffeine works
by blocking adenosine receptors—it does not reduce adenosine, just
prevents it from binding. This is why caffeine can mask sleepiness
without actually eliminating sleep debt: the adenosine is still there,
accumulating, waiting for the caffeine to clear.

You might ask: “If adenosine builds up during waking, why doesn’t
sleeping just eight hours always feel enough? Why can people feel
unrested even after long sleep?” Because adenosine is not the whole
story. Process S is operationally defined—it is whatever makes sleep
pressure accumulate—and adenosine is only one contributor. Other
factors, poorly understood, also matter. And sleep quality matters as
much as quantity: fragmented sleep does not discharge Process S as
effectively as consolidated sleep.

7.5 The Flip-Flop Switch

The neural circuits that control sleep and wake are organized like a
flip-flop switch in electronics: two mutually inhibitory populations
that produce rapid, stable transitions between states. This architecture
explains why you do not drift gradually into sleep over hours, but
rather fall asleep within minutes, and why you do not occupy some
intermediate state between sleep and wake.

On the wake-promoting side: the ascending arousal system, a net-
work of nuclei in the brainstem, hypothalamus, and basal forebrain that
release wake-promoting neurotransmitters—norepinephrine from the
locus coeruleus, serotonin from the raphe nuclei, acetylcholine from the
pedunculopontine and laterodorsal tegmental nuclei, histamine from
the tuberomammillary nucleus. These nuclei project widely through
the cortex and thalamus, maintaining the desynchronized, alert EEG of
waking.

On the sleep-promoting side: the ventrolateral preoptic area (VLPO)
of the hypothalamus, containing neurons that release GABA and
galanin. When VLPO neurons fire, they inhibit the arousal nuclei,
silencing the wake-promoting signals. The arousal nuclei, in turn, in-
hibit the VLPO when they are active. The two populations cannot both
be active simultaneously; one suppresses the other.

VLPO
sleep

Arousal
wake

Orexin

Figure 7.3: The flip-flop switch. VLPO
and arousal nuclei mutually inhibit each
other. Orexin stabilizes wakefulness; its
loss causes narcolepsy.

Here is the critical piece: a small population of neurons in the lateral
hypothalamus that produce orexin (also called hypocretin). There are
only about 70,000 orexin neurons in the human brain—a tiny fraction
of 86 billion total—but their loss is catastrophic. Orexin neurons project
widely to the arousal nuclei and excite them, stabilizing wakefulness.
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They act like a finger on the scale, biasing the flip-flop switch toward
wake.

In narcolepsy, the orexin neurons are destroyed, probably by an
autoimmune process. Without orexin’s stabilizing influence, the flip-
flop switch becomes unstable. Patients experience sudden intrusions of
sleep into waking (sleep attacks), sudden intrusions of waking into sleep
(fragmented nighttime sleep), and most dramatically, sudden intrusions
of REM-related muscle paralysis into waking (cataplexy—collapsing
while fully conscious, often triggered by strong emotion). Narcolepsy
demonstrates what happens when the switch lacks proper stabilization:
the boundary between sleep and wake becomes permeable.

You might ask: “If orexin stabilizes wakefulness, could you use
it as a drug to stay awake?” Orexin agonists are being developed
precisely for this purpose. And orexin antagonists—drugs that block
orexin receptors—are already approved as sleeping pills (suvorexant,
lemborexant). By blocking orexin’s stabilizing effect, they allow the
flip-flop switch to tip more easily toward sleep.

We will return to the orexin system in Chapter 12, when we discuss
how multiple regulatory systems interact. Orexin neurons receive
inputs from the circadian system, from energy-sensing pathways, from
emotional circuits—they integrate information across multiple domains
to determine whether wakefulness should be maintained. They are a
convergence point, and understanding them helps explain how sleep,
metabolism, and emotion interconnect.

7.6 A Worked Example: Calculating Sleep Debt

Let us make the concept of sleep debt concrete with actual numbers,
because putting numbers to these principles makes them real.

Suppose a person’s baseline sleep need is 8 hours per night. This is
reasonable for most adults, though individual needs vary from roughly
7 to 9 hours. They maintain a work schedule that allows only 6 hours
of sleep on weeknights—not unusual in modern life.

Each weeknight, they accumulate a 2-hour deficit:

Weeknight debt = 8− 6 = 2 hours per night

Over five weeknights, this compounds:

Weekly debt accumulated = 5× 2 = 10 hours

On weekends, suppose they sleep 10 hours each night, “catching up”
by 2 hours per night:

Weekend recovery = 2× 2 = 4 hours
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Net weekly debt:

Net debt per week = 10− 4 = 6 hours

After four weeks, they have accumulated 24 hours of debt—essentially
one full day without sleep. After three months, roughly 72 hours—three
full days.

Now consider what the research shows. In a landmark study by
Hans Van Dongen and colleagues, subjects restricted to 6 hours in bed
for 14 nights showed cognitive impairment—reaction time, vigilance,
working memory—equivalent to one night of total sleep deprivation.
Their accumulated deficit was 14× 2 = 28 hours, roughly matching
one sleepless night.

Here is the troubling part: the subjects did not feel equivalently
impaired. They rated their sleepiness as only moderately elevated,
while their performance had declined to the level of someone who had
been awake for 24 hours straight. Chronic sleep restriction produces
a dissociation between subjective alertness and objective impairment.
You adapt to feeling tired; you do not adapt to being impaired.

You might ask: “Can you ever fully pay off sleep debt? Can a
vacation fix years of restriction?” The evidence is mixed. After two
weeks of restriction to 6 hours, full cognitive recovery required three to
four nights of unrestricted sleep. But for people chronically restricted
over years, full recovery may take weeks—if it occurs at all. Some
deficits may become permanent, particularly in older adults. The brain
is forgiving, but perhaps not infinitely so.

The practical implication: consistent adequate sleep is more im-
portant than occasional long sleep. You cannot efficiently “catch up”
on weekends what you miss during the week. The debt is real, it
accumulates, and it exacts costs even when you stop noticing.

7.7 Why We Sleep: Four Theories

We know sleep is essential. But why? What does it do that cannot be
done while awake? Several theories have substantial evidence, and they
are not mutually exclusive.

Memory Consolidation

Sleep appears crucial for converting labile, recent memories into stable,
long-term storage. The evidence is extensive:

Learning a new task, then sleeping, improves performance more
than an equivalent period of waking. The improvement correlates with
time spent in specific sleep stages—slow-wave sleep for declarative
memory (facts and events), REM for procedural memory (skills) and
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emotional memory. Neural patterns that occurred during learning
“replay” during subsequent sleep, as if the brain were rehearsing.

Hippocampus
encodes

sleep

Replay
(SWS)

Neocortex
stores

Figure 7.4: Memory consolidation. Hip-
pocampus encodes during waking; mem-
ories replay during slow-wave sleep and
transfer to neocortex.

Here are specific numbers. In a study by Matthew Walker and
colleagues, subjects learned a finger-tapping sequence. After 12 hours
of wakefulness, performance improved by 2%—simple practice effects.
After 12 hours that included sleep, performance improved by 20%. The
improvement correlated with time spent in N2 sleep, particularly with
the number of sleep spindles recorded over the motor cortex.

The mechanism may involve hippocampal-cortical dialogue during
slow oscillations. During waking, the hippocampus rapidly encodes
experiences. During slow-wave sleep, these representations replay and
gradually transfer to cortical networks for long-term storage. Sleep
spindles, generated by thalamic circuits, may facilitate this transfer by
opening windows of cortical plasticity.

You might ask: “If sleep consolidates memory, why do we sometimes
forget dreams entirely?” Because the neurochemical milieu of REM
sleep—low norepinephrine, low serotonin—does not favor memory
encoding. Dreams may be a byproduct of memory processing rather
than experiences meant to be remembered. You remember them only if
you wake during or shortly after the dream, before the fleeting traces
fade.

Synaptic Homeostasis

The “synaptic homeostasis hypothesis” (SHY), developed by Giulio
Tononi and Chiara Cirelli, proposes that waking strengthens synapses
throughout the brain. Learning requires synaptic strengthening, and
you are learning constantly—every visual scene, every conversation,
every movement leaves some trace. But strengthening is metabolically
expensive and eventually saturating. If synapses only grew stronger,
never weaker, the brain would run out of capacity.

Sleep, particularly slow-wave sleep, may “renormalize” synaptic
strength. The synchronized down states during slow oscillations might
enable global synaptic weakening while preserving relative differences.
Strong connections remain stronger than weak ones, but all are scaled
down, freeing capacity for tomorrow’s learning.

Evidence includes: synaptic markers (dendritic spine density, gluta-
mate receptor expression) are higher after waking than after sleep; slow
oscillations preferentially affect recently potentiated synapses; sleep de-
privation impairs subsequent learning, consistent with synapses being
saturated.

If SHY is correct, sleep is fundamentally about maintaining the
brain’s learning capacity—resetting the system so it can encode new
information tomorrow. Sleep clears not memories but the capacity for
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more memories.

Metabolic Clearance: The Glymphatic System

The brain, despite being only 2% of body weight, consumes roughly
20% of metabolic energy. This generates waste products that must be
cleared. In 2013, Maiken Nedergaard’s group described the “glymphatic
system”—a waste clearance pathway involving cerebrospinal fluid flow
through paravascular spaces, essentially washing through the brain
tissue.

Critically, glymphatic clearance increases dramatically during sleep.
In mice, the interstitial space expands by roughly 60% during sleep,
facilitating bulk flow of cerebrospinal fluid. Beta-amyloid—the protein
that accumulates in Alzheimer’s disease—is cleared from the brain
approximately twice as fast during sleep as during waking.

Here is the speculative but fascinating implication: chronic sleep de-
privation might accelerate accumulation of neurotoxic waste products,
contributing to neurodegeneration. The epidemiological association
between sleep disturbances and Alzheimer’s disease is consistent with
this mechanism, though causation is not established. It might be that
poor sleep causes amyloid accumulation, or that early amyloid accu-
mulation disrupts sleep, or both. The machinery exists; the direction of
causation remains uncertain.

All of the Above

These theories may all be correct. Sleep might serve multiple essen-
tial functions: memory consolidation during certain stages, synaptic
homeostasis during others, metabolic clearance throughout. The ar-
chitecture of sleep—different stages with different properties—may
reflect different functions occurring at different times. Slow-wave sleep
for synaptic renormalization and declarative memory; REM for emo-
tional processing and procedural memory; the whole enterprise for
glymphatic clearance.

This multi-function view is frustrating because it denies us a single
elegant answer. We want to know the reason for sleep, one clean expla-
nation. But evolution is not elegant; it is opportunistic. If sleep evolved
initially for one function, nothing prevented additional functions from
being grafted on over hundreds of millions of years. Perhaps sleep is
essential for multiple reasons, and eliminating any one of them would
be insufficient to make it expendable.

You might ask: “If sleep has multiple functions, could we some-
day engineer drugs or interventions that accomplish each function
separately, eliminating the need for sleep?” This is science fiction,
but instructive science fiction. It suggests that understanding sleep’s
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functions is not merely academic: if we knew precisely what sleep
does, we might find ways to support those functions more efficiently.
We are nowhere close to this, but the question points toward why
understanding matters.

7.8 The Mystery of REM

REM sleep remains particularly puzzling. Your brain is highly active,
burning glucose at waking rates. Your eyes are darting. Your autonomic
nervous system is unstable—heart rate and breathing become irregular.
You are paralyzed from the neck down (except for the diaphragm and
extraocular muscles), a state called atonia. And if awakened, you will
likely report vivid, narrative, often bizarre dreams.

Why? What is this strange state for?
The paralysis makes evolutionary sense: if you acted out your

dreams, you might injure yourself or reveal your location to preda-
tors. (In REM sleep behavior disorder, where atonia fails, patients do
act out dreams, often violently.) But why have the dreams in the first
place? Why spend metabolic resources on vivid internal experiences
that you usually forget?

One theory: REM sleep is for emotional memory processing. The
limbic system, including the amygdala, is highly active during REM.
Emotional memories may be “replayed” and integrated, their emotional
tone modulated. Evidence includes: REM deprivation increases emo-
tional reactivity; REM-rich sleep after trauma may help process difficult
experiences (though REM deprivation immediately after trauma might
actually prevent PTSD in some studies—the picture is complex).

Another theory: REM is for procedural and motor learning. The
replaying of motor sequences, disconnected from motor output by
atonia, might help consolidate skills. Evidence includes: REM increases
after learning motor tasks; REM deprivation impairs motor learning
more than declarative learning.

You might ask: “Do dreams themselves serve a function, or are they
just noise?” We genuinely do not know. Dreams might be functional—
working through problems, processing emotions, simulating threats.
Or dreams might be epiphenomenal—random activation of cortical
circuits being interpreted as narrative by a brain that cannot help but
find patterns. The subjective experience of dreaming is vivid and feels
meaningful, but subjective feeling is not evidence of function.

Freud thought dreams expressed repressed wishes. This theory has
little empirical support. Hobson’s “activation-synthesis” model—that
dreams are the cortex making sense of random brainstem activation—
fits the data better but does not explain why the brain would bother.
Perhaps the question “What are dreams for?” has no answer, or perhaps
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we are missing something fundamental.

7.9 The Discontinuity of Consciousness

Let us step back and consider something strange that sleep reveals
about the nature of mind.

Every night, “you” disappear. Not just your memories of the time—
during dreamless sleep, there is no experience at all. The physical
substrate persists; your neurons continue their housekeeping, your
heart beats, your body maintains temperature. But the thing that feels
like you—the continuous stream of experience—is interrupted for hours
at a time.

You wake up assuming you are the same person who fell asleep. But
what is the basis for this assumption? Your memories connect across
the gap, but memories can be unreliable, and more importantly, the
memories are not the experience. During dreamless sleep, by definition,
there was no experiencer.

This is so familiar that we rarely notice how strange it is. We
accept periodic unconsciousness as normal, as natural as breathing.
But from certain philosophical perspectives, each awakening is a kind
of resurrection. The pattern continues; the substrate persists; but
consciousness had to restart from something like zero.

You might ask: “Is this really so strange? We accept general anes-
thesia, coma, even the gaps between thoughts.” Perhaps. But sleep is
unique in being universal, recurring, and apparently necessary. The
machinery of consciousness cannot run continuously. Whatever pro-
cesses maintain awareness require periodic shutdown. And during that
shutdown, there is no one home.

Consider what this implies for theories of personal identity. If iden-
tity is constituted by continuous experience, it is broken every night.
If identity is constituted by memory, then sleep is not a problem—
memories bridge the gap. If identity is constituted by the physical
substrate, the brain, then sleep is continuous, just operating in a differ-
ent mode.

Sleep does not answer these philosophical questions. But it makes
them vivid. Every night is a small death—not metaphorically but in
terms of the cessation of subjective experience. And every morning is a
small resurrection. We are so accustomed to this rhythm that we forget
to be puzzled by it.

7.10 What Remains Unknown

Let us take stock, as we did at the end of the previous chapter. We
understand the architecture of sleep in detail: the stages, their EEG sig-
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natures, their proportions and timing across the night. We understand
the two-process model: homeostatic pressure building during waking,
circadian gates determining when sleep can occur. We have identified
neural circuits: the flip-flop switch, the orexin stabilizer, the adenosine
signal. We have plausible theories of function: memory consolidation,
synaptic homeostasis, glymphatic clearance.

And yet.
We do not know why sleep deprivation is so devastating, why rats

die after two weeks without sleep. The immediate cause of death is
unclear—is it infection, metabolic collapse, something else? We do
not know why the specific architecture of sleep—N1, N2, N3, REM
in cycles—is preserved across species. We do not know why some
people need 9 hours and others function on 6, or what genetic variants
underlie this variation. We do not know why infants need so much
REM and elderly adults so little N3. We do not know, fundamentally,
why consciousness requires periodic interruption.

The honest assessment is that we have described sleep in exquisite
detail without fully understanding why it exists. We are like naturalists
who have catalogued every species in a forest without grasping the
ecology that connects them. The description is valuable; it constrains
theories; but it is not explanation.

This is perhaps as good as biological explanation gets for now:
detailed mechanism, reliable prediction, and an honest admission that
we do not fully understand why you cannot simply rest quietly with
your eyes closed instead of becoming unconscious for eight hours.

7.11 From Sleep to Waking Chemistry

We have now surveyed the major regulatory systems: the autonomic
nervous system that prepares us for action or rest, the HPA axis that
mounts the stress response, the circadian clocks that impose daily
rhythms, and the mysterious process of sleep. These systems do not
exist in isolation. They overlap, interact, regulate one another. The
cortisol awakening response involves the HPA axis, circadian timing,
and sleep-wake transitions—systems from three chapters converging in
a single morning.

But we have said little about the neurotransmitter systems that
modulate all of these processes. The arousal nuclei we mentioned—
locus coeruleus, raphe nuclei, basal forebrain—release norepinephrine,
serotonin, acetylcholine. These molecules shape how every system we
have discussed actually feels from the inside.

In the next chapter, we turn to dopamine, perhaps the most mis-
understood neurotransmitter in popular culture. It is not simply a
“pleasure chemical” or a “reward molecule.” Its role is more subtle
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and more interesting: signaling not pleasure but the prediction of re-
ward, not satisfaction but the motivation to pursue. Understanding
dopamine properly requires unlearning what you think you know. That
unlearning begins now.

Sleep remains one of biology’s great mysteries. We know its architecture intimately—the stages, the cycles, the neural circuits that
switch between states. We have theories of function, each capturing part of the truth: memory consolidation during slow waves,
emotional processing during REM, metabolic clearance throughout. Yet something essential eludes us. Why must consciousness
be periodically suspended? Why cannot the brain perform its maintenance while we remain aware? The flip-flop switch clicks, the
orexin neurons quiet, and for eight hours you are gone—not resting but absent, the machinery running without anyone home. In the
morning the machinery restarts, and you assume continuity that the night has broken. Evolution preserved this vulnerable state
across hundreds of millions of years, which tells us it is essential. But essential for what, exactly, remains the question that sleep
researchers cannot quite answer. The ruins of the ancient city are mapped in exquisite detail. What life was like within its walls, we
can only guess.



8
The Reward Signal

You check your phone. Nothing new. You check it again three minutes later. Still nothing. You check it again. Why? The
standard answer involves dopamine—the “pleasure chemical,” we are told, that makes us crave likes and notifications.
Social media companies have supposedly “hacked your dopamine system.” Self-help gurus promise to help you “dopamine
detox.” The language suggests that dopamine is a simple pleasure signal, and that understanding it gives us power over
our desires. The actual neuroscience is more interesting and more strange. Dopamine is not primarily a pleasure signal.
Rats with destroyed dopamine systems still show pleasure responses to sweet tastes—they just do not seek them out. The
distinction matters enormously: dopamine seems to encode not “this is good” but something closer to “this is better than
expected” or “this is worth pursuing.”

No neurotransmitter has been more misunderstood in popular cul-
ture. We call it the “feel-good chemical,” the “molecule of reward,” the
substance that social media supposedly hijacks to keep us scrolling.
These descriptions are not merely oversimplified—they are fundamen-
tally mistaken in ways that matter for understanding motivation, ad-
diction, and what it means to want something.

Think of dopamine not as a pleasure signal but as a teaching signal—
more like a professor’s red pen than a pat on the back. When you
receive an unexpected reward, dopamine neurons fire a burst, marking
the moment as important, worthy of attention, something to learn
from. When an expected reward fails to arrive, dopamine neurons go
quiet—quieter than their baseline—marking a prediction error in the
other direction. The system is not asking “does this feel good?” It is
asking “was this different from what I expected?”

This chapter examines what dopamine actually does in the brain:
its anatomy, its firing patterns, its receptor systems, and what these
tell us about motivation, learning, and desire. We will find that the
popular account is not merely wrong but wrong in an interesting
way—it confuses the map for the territory, mistaking the mechanism of
learning for the experience of pleasure. Let us trace the actual science,
beginning with a discovery that changed everything we thought we
knew.
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8.1 The Professor’s Red Pen

Let us establish a metaphor we will return to throughout this chapter.
Think of dopamine neurons as a very particular kind of teacher—
one who does not praise you for correct answers but marks only the
surprises. When you solve a problem exactly as expected, the teacher
says nothing. When you solve it better than expected, red ink appears:
“Interesting! Remember this.” When you fail where you expected to
succeed, different red ink: “Something is wrong with your model.
Update it.”

This is not how we usually think about reward. We imagine pleasure
as the goal, and we imagine dopamine as the pleasure signal. But the
teacher with the red pen does not care about pleasure. The teacher
cares about prediction errors—the gaps between expectation and reality
that indicate your model of the world needs updating.

The metaphor will help us understand some otherwise puzzling
phenomena. Why does the same drug feel less rewarding over time?
Because the teacher has stopped marking it as surprising. Why do
addicts pursue drugs even when they no longer enjoy them? Because
the teacher has marked all the cues predicting the drug as intensely
important—“pay attention to this!”—even though the drug itself no
longer generates surprise.

You might ask: “If dopamine is about prediction errors rather than
pleasure, why does it feel good when dopamine is released?” This is
precisely the question we need to untangle. The feeling of anticipation,
the sense that something good is about to happen, the motivation to
pursue—these involve dopamine. But the pleasure of consumption, the
hedonic “liking” of a reward once obtained, involves different circuits.
The distinction between wanting and liking, as we shall see, is one of
the most important insights in modern affective neuroscience.

8.2 A Swedish Laboratory, 1957

Before we can understand what dopamine does, we should appreciate
how recently we learned it existed in the brain at all. The story begins
with Arvid Carlsson, a Swedish pharmacologist working at the National
Heart Institute in Bethesda, Maryland, in the late 1950s.

Researchers at the time knew that reserpine—a drug derived from
the Indian snakeroot plant, used to treat high blood pressure and
psychosis—depleted monoamine neurotransmitters from the brain. An-
imals given reserpine became profoundly sedated, almost catatonic.
The assumption was that this sedation resulted from serotonin deple-
tion, since serotonin was the monoamine everyone was studying.

Carlsson was skeptical. He injected reserpine-treated rabbits with
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L-DOPA, a compound that the brain can convert into dopamine. Within
fifteen minutes, the catatonic rabbits were hopping around normally.
This was far too fast to be explained by serotonin, which is not synthe-
sized from L-DOPA.

The implication was startling: dopamine existed in the brain as a
neurotransmitter in its own right, not merely as a precursor to nore-
pinephrine. Moreover, when Carlsson measured dopamine levels di-
rectly, he found they were concentrated in a specific region—the basal
ganglia, the deep brain structures involved in movement.

The clinical implications arrived quickly. In 1960, Oleh Hornykiewicz
in Vienna demonstrated that the brains of patients who had died with
Parkinson’s disease were severely depleted of dopamine, specifically
in the substantia nigra and its projections to the striatum. By 1961,
patients with Parkinson’s disease were being treated with L-DOPA,
with dramatic improvements in their ability to move.

Carlsson received the Nobel Prize in 2000, forty-three years after
his discovery. The delay reflects how long it took to understand what
dopamine actually does. The reward prediction error hypothesis did
not emerge until the 1990s, informed by computational theories from
artificial intelligence research. We are still working out the details. Our
understanding of dopamine is younger than many people reading this
book.

8.3 The Anatomy of Wanting

Let us trace where dopamine comes from and where it goes, because
anatomy constrains function.

Dopamine neurons originate in two small clusters in the midbrain:
the ventral tegmental area (VTA) and the substantia nigra pars com-
pacta (SNc). Together, these regions contain roughly 400,000 to 600,000

dopamine neurons in the human brain—a tiny fraction of our 86 billion
total, yet their influence is enormous.

VTA SNc

NAcc PFC Striatum

Source nuclei

Target regions

Figure 8.1: Major dopamine pathways.
VTA projects to nucleus accumbens (re-
ward) and prefrontal cortex (cognition).
SNc projects to striatum (movement).

These neurons send axons along three major pathways, each with
distinct functions:

The mesolimbic pathway runs from the VTA to the nucleus ac-
cumbens (part of the ventral striatum) and other limbic structures.
This is the pathway most associated with reward, motivation, and the
dopamine signals we will focus on in this chapter.

The mesocortical pathway runs from the VTA to the prefrontal cor-
tex. This pathway is involved in cognitive functions: working memory,
attention, planning. Dysfunction here is implicated in the cognitive
symptoms of schizophrenia and ADHD.

The nigrostriatal pathway runs from the SNc to the dorsal striatum
(caudate and putamen). This pathway is primarily involved in move-
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ment initiation and action selection. When it degenerates, the result
is Parkinson’s disease—not a disorder of reward or pleasure, but of
movement.

You might ask: “If dopamine is about reward, why does losing it
cause movement problems rather than motivational problems?” The
answer is that dopamine does different things in different circuits. The
nigrostriatal pathway uses dopamine for motor functions that have little
to do with reward prediction. The same molecule, released in different
brain regions, serves different purposes. This is a general principle
in neuroscience: a neurotransmitter’s function depends on where it is
released, what receptors it binds, and what circuits it modulates.

The anatomical separation matters clinically. Parkinson’s disease
preferentially affects the nigrostriatal pathway, sparing mesolimbic
dopamine initially. Patients lose the ability to initiate movements but
may retain normal motivation and reward processing—at least early in
the disease. Addiction, by contrast, involves dysfunction primarily in
the mesolimbic pathway: intact movement, disrupted wanting.

8.4 Two Families, Opposite Effects

When dopamine is released, it does not simply “activate” the receiving
neurons. It binds to receptors, and the effects depend entirely on which
receptors are present. Here is a complication that popular accounts
never mention: there are at least five dopamine receptor subtypes,
grouped into two families with opposite effects.

D1-like receptors (D1 and D5) are coupled to stimulatory G-proteins.
When dopamine binds, they activate adenylyl cyclase, increasing cyclic
AMP, which triggers signaling cascades that generally increase neuronal
excitability. In the striatum, D1 receptors are concentrated on neurons
of the “direct pathway”—the circuit that facilitates action, that says “do
this.”

D2-like receptors (D2, D3, D4) are coupled to inhibitory G-proteins.
They decrease cyclic AMP and generally reduce neuronal excitability.
D2 receptors dominate the “indirect pathway”—the circuit that inhibits
action, that says “do not do this.”

Let us consider what this means. A burst of dopamine does not
simply activate reward circuits. It simultaneously excites neurons
expressing D1 receptors and inhibits neurons expressing D2 receptors.
In the striatum, this means facilitating the direct pathway (promoting
the current action) while suppressing the indirect pathway (reducing
inhibition of that action). The net effect is to strengthen whatever
behavior preceded the dopamine burst—not by producing pleasure,
but by biasing the action-selection machinery toward repeating that
behavior.
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This is reinforcement learning implemented in neural hardware.
Dopamine does not reward; it teaches. It marks the moments worth
remembering, the actions worth repeating, the cues worth attending to.
Whether those moments feel pleasurable is a separate question.

8.5 Bursts and Background: Two Modes of Signaling

Dopamine neurons operate in two distinct modes, and confusing them
leads to serious misunderstanding.

Phasic dopamine refers to brief bursts of firing—a few hundred
milliseconds, reaching instantaneous rates of 20 to 30 Hz, releasing a
transient spike of dopamine. These bursts encode reward prediction
errors: the difference between what was expected and what occurred.
An unexpected reward produces a burst. An expected reward produces
nothing. A missing expected reward produces a pause below baseline.

Tonic dopamine refers to the slow, background firing rate of dopamine
neurons—roughly 4 to 5 Hz under baseline conditions—which main-
tains a steady, low concentration of dopamine in target regions. Tonic
dopamine appears to encode something different from prediction errors:
perhaps the average rate of reward in the environment, or the general
motivational state, or the cost-benefit ratio of engaging in effortful
behavior.

The distinction matters for understanding drugs of abuse. Cocaine
and amphetamines dramatically elevate tonic dopamine levels by block-
ing reuptake or reversing transporters. This is quite different from the
phasic teaching signal. The brain is flooded with dopamine uncon-
nected to any prediction error, any surprise, any learning event. The
system goes haywire—not because it is experiencing intense pleasure,
but because the teaching signal has been corrupted, marking everything
as important when nothing specific has occurred.

You might ask: “If drugs elevate tonic dopamine rather than pro-
ducing phasic bursts, why are they so addictive?” Because the tonic
elevation still activates dopamine receptors, still biases action selection
toward drug-seeking, still modifies the circuits that drive wanting. And
the repeated association between drug cues and dopamine release—
however artificially produced—still teaches the brain that those cues
are important. The corruption of the teaching signal is precisely what
makes drugs dangerous: they hijack learning mechanisms that evolved
to track real-world rewards.

8.6 The Experiments That Changed Everything

Let us examine the evidence for dopamine’s role in prediction error,
because without the experiments, the theory is just speculation.
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In the 1990s, Wolfram Schultz and his colleagues at the University of
Cambridge recorded from individual dopamine neurons in the VTA of
monkeys performing simple learning tasks. The monkeys learned that
a light predicted juice delivery after a brief delay.

Here is what Schultz observed, and it is genuinely surprising:
At first, when the monkey had not yet learned the association,

dopamine neurons fired a burst when the juice arrived. This makes
sense if dopamine signals reward: juice is rewarding, dopamine fires.

But after learning, the pattern changed completely. Dopamine neu-
rons no longer fired when the juice arrived. Instead, they fired when
the light came on—the predictor of reward, not the reward itself.

This is strange. The light is not rewarding. You cannot drink a light.
Yet the dopamine response shifted from the reward to its predictor.

Stranger still: when the light came on but no juice arrived—when
the expected reward was omitted—dopamine neurons did not just
stay quiet. They decreased their firing below baseline at precisely the
moment the juice should have arrived. This “pause” in firing, dipping
below the background rate, occurred exactly when the prediction was
violated.

A Worked Example with Numbers

Let us make this concrete with actual firing rates, because putting
numbers to principles makes them real.

A dopamine neuron in the VTA fires at a baseline rate of roughly 4

Hz—one action potential every 250 milliseconds, on average. This tonic
firing maintains background dopamine concentrations.

When an unexpected reward arrives, the neuron fires a burst: 5 to
10 action potentials over 200 to 400 milliseconds, reaching instanta-
neous rates of 20 to 30 Hz. Let us say 8 spikes in 200 ms, giving an
instantaneous rate of 40 Hz—ten times the baseline.

When an expected reward arrives—one that has been fully predicted
by a learned cue—firing remains at baseline: 4 Hz, neither burst nor
pause. The prediction error is zero; there is nothing to signal.

When an expected reward is omitted, firing drops below baseline:
perhaps 0 to 1 Hz for 200 to 400 ms, a pause of 1 to 2 spikes below
what would have occurred.

Let us calculate the prediction error mathematically. Define:

• R = actual reward received (1 if reward, 0 if no reward)

• V = expected reward value (probability × magnitude, learned from
experience)

• δ = R−V = reward prediction error
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For an unexpected reward (never seen this situation before): V = 0,
R = 1, so δ = +1. Dopamine neurons fire a burst proportional to this
positive error.

For a fully predicted reward: V = 1, R = 1, so δ = 0. No change
from baseline.

For an omitted expected reward: V = 1, R = 0, so δ = −1.
Dopamine neurons pause below baseline, proportional to this neg-
ative error.

The firing rate change is approximately proportional to δ. If baseline
is 4 Hz and the maximum burst reaches 30 Hz, we might model the
response as:

firing rate ≈ 4 + 26× δ Hz

for δ between −0.15 (below which firing cannot go below zero) and +1.
This is, remarkably, precisely the error signal in temporal difference

learning—an algorithm invented by computer scientists for training
artificial systems, discovered independently in the brain. The dopamine
system implements a form of reinforcement learning that engineers use
to train robots and game-playing AI.

8.7 Wanting Versus Liking

Here we arrive at one of the most important distinctions in affective
neuroscience, one that demolishes the “dopamine equals pleasure”
myth.

Kent Berridge and his colleagues at the University of Michigan have
spent decades distinguishing two components of reward: “wanting”
(the motivation to pursue something) and “liking” (the hedonic pleasure
of consuming it). These turn out to be dissociable—you can have one
without the other.

The evidence comes from elegant experiments in rats. When rats
taste something sweet, they display characteristic “liking” reactions:
tongue protrusions, lip licking, paw licking. These are homologous to
the facial expressions human infants make when tasting sugar. They
are a direct readout of hedonic pleasure.

Now the critical manipulation: destroy the dopamine system phar-
macologically or lesion the mesolimbic pathway. What happens?

The rats still show liking reactions to sweet tastes. Place sugar on
their tongues, and they display the same hedonic responses as normal
rats. Pleasure is intact.

But they do not pursue the sugar. Place it across the cage, and they
will not walk to get it. They will not work for it. They will not seek it
out. Wanting is abolished while liking remains.

The reverse dissociation is also possible. Stimulate certain brain
regions (particularly the nucleus accumbens shell with opioids, or the
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ventral pallidum), and rats show enhanced liking—more intense hedo-
nic responses. Stimulate dopamine release, and liking is unchanged,
but wanting increases: the rats work harder, approach faster, seem
more “motivated” without showing more pleasure.

You might ask: “How can you want something you don’t like?” This
sounds paradoxical only if you assume wanting and liking must go
together. But consider: have you ever craved something and then felt
disappointed when you got it? Have you ever eaten more dessert than
you enjoyed? Have you ever been motivated to check your phone
without expecting it to be pleasurable?

Addiction is the extreme case. Addicts often describe their drug use
as compulsive, not enjoyable. They want the drug desperately while de-
riving little pleasure from it. The wanting circuits have been sensitized
by repeated drug exposure; the liking circuits have not. Dopamine
drives the wanting. Something else—probably opioid signaling in
hedonic hotspots—drives the liking.

The teaching signal metaphor illuminates this. The professor’s red
pen does not make the material enjoyable. It marks what is important,
what should be attended to, what should be pursued. You might hate
the material and still be compelled to study it because the marks say it
matters. Dopamine marks the cues that predict reward as important—
“attend to this!”—without itself providing the pleasure of the reward.

8.8 Back to the Phone

Let us return to the puzzle we began with. You check your phone
compulsively, even when you know nothing is there. Why?

The dopamine system has learned that the phone sometimes delivers
rewards—messages from friends, likes on posts, interesting news. These
rewards arrive unpredictably, and unpredictability is precisely what
the dopamine system is designed to track. Variable reward schedules
produce the strongest dopamine responses and the most persistent
behaviors; this is why slot machines are so effective.

Each time you check and find something rewarding, dopamine marks
the cues leading to that check—the feeling of boredom, the sight of
the phone, the habitual reach. These cues become tagged as important.
The next time you experience those cues, the dopamine system fires in
anticipation, creating the feeling of wanting to check, the pull toward
the phone.

But here is the critical point: you do not need to enjoy checking. The
compulsion can outlast the pleasure. After thousands of repetitions, the
phone itself has become a powerful conditioned stimulus, triggering
wanting even when you know—at some cognitive level—that checking
will not be satisfying.
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This is not a “dopamine hack” in the sense that social media compa-
nies have discovered some secret trick. It is the normal operation of a
learning system designed to predict and pursue rewards. The only un-
usual thing is that modern technology provides unprecedented access
to unpredictable reward schedules, training the dopamine system more
intensively than our ancestors’ environments did.

8.9 The Myth of the Dopamine Detox

You might ask: “What about ’dopamine detox’—avoiding stimulating
activities to ’reset’ your reward system? Is there anything to it?”

The concept, as popularly presented, is neuroscientifically meaning-
less. Dopamine neurons do not “deplete” from too much stimulation
like a battery running down. They fire, release dopamine, and reload
within seconds. There is no reservoir that empties with overuse.

What might actually happen during a “detox” period is different
from the claimed mechanism:

First, avoiding certain stimuli removes the conditioned cues that
trigger wanting. If you do not see your phone, the phone-related cues
do not fire, and you do not experience the pull to check. This is not
about dopamine levels; it is about escaping conditioned cue-triggered
responses.

Second, reducing high-reward activities might alter expectations. If
you spend weeks without sugar, the first sweet thing you eat afterward
may taste more intense—not because your dopamine is “reset” but
because your prediction of sweetness has decreased, creating a larger
positive prediction error when sweetness actually arrives.

Third, a period of boredom might simply break habitual behav-
iors, allowing you to establish new patterns. This is psychology, not
neurochemistry.

The underlying claims of “dopamine detox” proponents—that we
are overstimulating our dopamine systems, that modern life produces
“too much dopamine,” that we need to let dopamine return to some
natural baseline—reveal a fundamental misunderstanding. Dopamine
is not a finite resource that depletes. It is a signaling molecule that
encodes prediction errors. The signal can be corrupted (by drugs that
artificially elevate dopamine) or the learning can become maladaptive
(compulsive behaviors), but the solution is not to rest the dopamine
system. It is to change the environment and behaviors that drive
maladaptive learning.

You might ask: “If dopamine detox doesn’t work as claimed, why
do people report feeling better afterward?” Because taking a break
from compulsive behaviors can be genuinely beneficial—just not for
the reasons claimed. Escaping endless social media scrolling gives you
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time for other activities. Avoiding screens before bed improves sleep.
Reducing stimulation can reduce anxiety. These benefits are real. The
neurochemical explanation is wrong.

8.10 When the Nigrostriatal Pathway Fails

Let us turn to Parkinson’s disease, which provides a natural experiment
in dopamine depletion—though in a different pathway than we have
been discussing.

Parkinson’s disease results from the progressive death of dopamine
neurons in the substantia nigra pars compacta, which projects to the
dorsal striatum via the nigrostriatal pathway. By the time motor symp-
toms appear—tremor, rigidity, slowness of movement—roughly 60 to
80 percent of these neurons have already died. The mesolimbic pathway
is relatively preserved, at least initially.

The motor symptoms reveal what nigrostriatal dopamine does: it
facilitates action initiation. Patients know what they want to do. They
can conceive of the action, plan it, desire it. But they cannot get started.
They describe a feeling of being “stuck,” of wanting to move but being
unable to initiate the movement. Once started, movement proceeds,
though slowly. The deficit is specifically in initiation and selection, not
in execution.

L-DOPA, the dopamine precursor that Carlsson’s rabbits responded
to so dramatically, remains the most effective treatment. It crosses
the blood-brain barrier, is converted to dopamine, and replenishes
the depleted stores. Patients on L-DOPA can move again, though the
treatment has limitations—it does not stop the underlying neurode-
generation, its effectiveness wanes over time, and it produces side
effects.

You might ask: “If L-DOPA increases dopamine in the brain, does it
make Parkinson’s patients experience more pleasure?” No—because the
dopamine is being used for motor functions, not reward prediction. But
here is an interesting complication: a subset of Parkinson’s patients on
dopaminergic medications develop compulsive behaviors—gambling,
shopping, hypersexuality. This is called dopamine dysregulation syn-
drome. The mesolimbic pathway, not the target of treatment, receives
spillover dopamine stimulation, producing abnormal wanting without
corresponding enjoyment.

This clinical observation underscores the distinction between path-
ways. Dopamine for movement. Dopamine for motivation. The same
molecule, different circuits, different functions.
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8.11 When the Mesolimbic Pathway Misfires

Addiction represents dysfunction in the mesolimbic pathway—not
depletion, as in Parkinson’s, but aberrant learning.

All drugs of abuse, despite their varied mechanisms, share one fea-
ture: they elevate dopamine in the nucleus accumbens. Cocaine blocks
dopamine reuptake. Amphetamines reverse dopamine transporters.
Opioids, alcohol, and nicotine increase dopamine release through indi-
rect mechanisms (inhibiting inhibitory interneurons, for instance). The
common pathway suggests that dopamine signaling is central to the
addictive process.

But note carefully: the claim is not that drugs produce pleasure via
dopamine. The claim is that drugs produce dopamine signals that
drive learning—that teach the brain, powerfully and pathologically,
that drug-related cues are important.

Here is what happens. The first time you use an addictive drug, it
produces a massive dopamine signal—far larger than natural rewards
produce, and unconnected to any prediction. The professor’s red pen
has gone wild, marking this moment as intensely important. The
brain learns: this situation, these cues, this behavior, led to something
significant.

With repeated use, the dopamine response shifts—as in Schultz’s
experiments—from the drug itself to the cues predicting the drug. The
sight of paraphernalia, the places associated with use, the feeling states
that preceded use—these become powerful conditioned stimuli that
trigger dopamine release and intense wanting.

Critically, the hedonic pleasure often diminishes. Tolerance develops;
the drug no longer feels as good. But the wanting does not diminish
proportionally. The cue-triggered wanting can persist, even strengthen,
while the drug-induced pleasure fades. This is why addicts often de-
scribe their drug use as compulsive but not enjoyable. They are driven
by wanting circuits that have been sensitized, pursuing something that
no longer satisfies.

You might ask: “If addiction involves learning, can it be unlearned?”
In principle, yes—and this is the basis of many treatments. Exposure
therapy attempts to extinguish the cue-reward associations by present-
ing cues without drug availability. Cognitive-behavioral therapy helps
patients recognize and resist cue-triggered wanting. But extinction is
difficult; the original learning does not disappear, it is merely overlaid
with new learning that suppresses the response. Relapse occurs when
the original associations are reactivated.

The teaching signal metaphor illuminates why addiction is so per-
sistent. The professor’s red marks do not fade. They remain in the
margins of every page, even if you learn to ignore them temporarily.
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Under stress, in the presence of strong cues, in moments of weakened
executive control, the old marks become salient again, and the wanting
returns.

8.12 Finding Twenty Dollars

Let us trace, as we promised, what happens in your brain when you
find unexpected money in your jacket pocket.

You reach into the pocket expecting nothing in particular—perhaps
seeking your keys. Your fingers touch paper. You pull out a twenty-
dollar bill, forgotten from weeks ago.

Within about 200 milliseconds, visual and tactile information reaches
higher cortical areas. You recognize the bill. Simultaneously, signals
propagate through limbic circuits to the VTA.

Before the discovery, VTA dopamine neurons were firing at their
baseline rate of approximately 4 Hz. One action potential every 250

milliseconds, maintaining tonic dopamine levels of perhaps 5 to 20

nanomolar in the nucleus accumbens.
Upon processing the unexpected reward, 30 to 50 of your VTA

dopamine neurons fire a burst: 5 to 10 action potentials over 200 to
400 milliseconds, reaching instantaneous rates of 20 to 30 Hz. Each
action potential releases roughly 3,000 dopamine molecules per release
site. With thousands of release sites per neuron, the phasic dopamine
concentration in the nucleus accumbens briefly spikes to 100 to 500

nanomolar—a 10- to 50-fold increase over baseline.
This dopamine binds to D1 and D2 receptors on medium spiny

neurons. D1 binding activates protein kinase A, initiating signaling
cascades that strengthen recently active synapses—a process that takes
minutes to hours. D2 binding briefly inhibits indirect pathway neurons.

The net effect: the context in which you found the money—that
particular jacket, the sensation of reaching into the pocket, perhaps
even your location or mood—becomes more strongly associated with
reward. Next time you see that jacket, you might feel an impulse to
check the pocket. The dopamine signal did not cause pleasure directly;
it taught your brain that something good happened in this context,
updating your model of the world.

If you regularly found money in that pocket (unlikely, but suppose),
the burst would gradually shift earlier—to when you reached for the
jacket, or when you saw it hanging in the closet. The predictor, not the
reward, would trigger dopamine release. And if you expected money
and found nothing, you would experience a dopamine pause below
baseline, the neural signature of disappointment, teaching your brain
to reduce its expectations.

The entire computation takes less than a second. Its consequences—
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the learned association—can last for years.

8.13 What Dopamine Teaches Us About Desire

Let us step back and consider what we have learned, and what it tells
us about the nature of wanting.

Dopamine is not a pleasure signal. It is a teaching signal that marks
prediction errors—the gaps between expectation and reality. It tags
cues as important, biases action selection toward recently rewarded
behaviors, and drives the motivated pursuit of goals. Whether those
goals, once achieved, produce pleasure is a separate question mediated
by separate circuits.

This distinction has profound implications. It means that what we
want and what we like can diverge. It means that compulsion can
persist in the absence of satisfaction. It means that modern environ-
ments, rich in unpredictable rewards, can train our wanting circuits
more intensively than our ancestors experienced, producing behaviors
that feel compulsive even when they are not enjoyable.

You might ask: “If dopamine is just about learning, not about plea-
sure, why does anticipation feel good?” This is the right question, and
the honest answer is that we do not fully know. Anticipation involves
dopamine; anticipation feels like something; but the connection be-
tween the neural signal and the subjective feeling remains mysterious.
We have not explained wanting; we have described its mechanism.
The gap between mechanism and experience—the explanatory gap we
identified in Chapter 1—remains.

What we can say is this: understanding dopamine properly changes
how we think about our desires. They are not simply responses to
pleasure. They are learned predictions, trained by experience, capable
of driving behavior independently of satisfaction. This knowledge
does not free us from our desires—the teaching signal still marks, the
wanting still pulls—but it does offer a clearer view of what is happening
when we want something.

The professor’s red pen marks not what is enjoyable but what is
important. We ignore the marks at our peril; they are how the brain
adapts to its environment. But we need not treat them as commands.
They are notes in the margin, informative but not sovereign.

8.14 From Reward to Mood

We have examined dopamine in detail, tracing its pathways, its recep-
tors, its firing modes, and its role in reward prediction and motivated
behavior. But dopamine is only one player in the brain’s chemical
drama.
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In the next chapter, we turn to serotonin—another neurotransmitter
surrounded by myths and misunderstandings. Where dopamine is
concentrated in discrete pathways, serotonin projects diffusely through-
out the brain. Where dopamine has a relatively clear computational
role (prediction error), serotonin’s function has proven maddeningly
difficult to pin down. We call it the “mood modulator,” and SSRIs that
boost serotonin are among the most prescribed drugs in psychiatry. But
what serotonin actually does, and how it relates to depression, remains
far more uncertain than the popular narrative suggests.

The “serotonin hypothesis of depression”—the idea that depres-
sion results from low serotonin—has shaped psychiatric treatment for
decades. Yet the evidence is surprisingly weak, and recent critical
analyses have questioned whether we understood serotonin and mood
at all. The next chapter examines what the evidence actually shows.

Dopamine teaches. It does not reward, does not celebrate, does not produce pleasure directly. It marks the moments worth remembering,
the cues worth attending to, the predictions that failed or succeeded beyond expectation. The professor’s red pen annotates experience
with signals that bias future behavior—more of this, less of that, pay attention here. Popular accounts call dopamine the pleasure
chemical, but pleasure belongs to different circuits, different molecules, different moments. Dopamine creates wanting, the motivated
pursuit of goals, the pull toward predicted rewards. That wanting can persist when pleasure has faded, can drive compulsive behaviors
that no longer satisfy, can attach to cues that predict rewards without delivering them. The teaching signal has been corrupted by
drugs, by variable reward schedules, by modern environments that train our circuits more intensively than evolution anticipated.
Understanding this does not liberate us from wanting—the marks remain, the predictions persist. But it offers clarity about what is
happening when desire pulls us toward something, and why satisfaction so often fails to follow.
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The Mood Modulator

In July 2022, a paper appeared in Molecular Psychiatry that made international headlines. Joanna Moncrieff and
colleagues had conducted an umbrella review—a systematic analysis of systematic analyses—examining the evidence for
the “serotonin hypothesis of depression.” Their conclusion, after surveying decades of research: there is no convincing
evidence that depression is caused by lowered serotonin activity or concentrations. No consistent abnormalities in
serotonin metabolites. No reliable differences in receptor binding. No clear effect of tryptophan depletion in healthy
volunteers. The hypothesis that had dominated psychiatric thinking for thirty years, that had shaped drug development
and clinical practice, that had told millions of patients what was “wrong” with them, appeared to rest on remarkably
thin evidence.

The Guardian announced a “landmark study.” Patients on SSRIs
wondered if they had been deceived. Critics of psychiatry declared
vindication. Social media erupted with claims that antidepressants
were useless, that Big Pharma had perpetrated a fraud, that depression
was not a chemical imbalance after all.

But science rarely offers such clean narratives. The truth is neither
“serotonin is the mood chemical” nor “serotonin has nothing to do with
mood.” It is stranger and more interesting than either.

SSRIs do help some people—modestly but genuinely, better than
placebo in controlled trials. They do increase serotonin signaling, within
hours. Yet the original hypothesis, in its simple form, appears wrong.
How can a treatment work if the theory behind it was mistaken? What
does serotonin actually do in the brain? And what does this confusion
teach us about the relationship between mechanism and treatment in
psychiatry?

This chapter examines the serotonin system honestly—not dismiss-
ing its role in mood, but not accepting simplistic claims either. We
will trace serotonin from synthesis to signaling, map its remarkably
diffuse projections, confront the bewildering complexity of its fourteen
receptor subtypes, and ask what the evidence actually supports. The
answer will not fit on a bumper sticker. But it will be closer to the truth.
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9.1 The Orchestra Conductor

Let us establish a metaphor we will return to throughout this chapter.
Think of serotonin not as a specific signal—not like dopamine’s teaching
marks—but as an orchestra conductor. The conductor does not play an
instrument. The conductor does not create the music. The conductor
modulates everything: tempo, dynamics, balance, the overall character
of the performance. The same notes, the same instruments, but with
different conducting, a completely different sound.

This is closer to what serotonin does. It does not carry specific infor-
mation about reward or threat or any particular content. It modulates
how other systems respond. It sets the gain, the threshold, the character
of neural processing across the entire brain.

You might ask: “If serotonin is just modulating other things, how
can it be so important for mood?” Precisely because modulation is so
important. Change the conductor, and the orchestra plays differently.
The strings may dominate or recede. The tempo may rush or drag. The
character shifts from anxious to calm, from melancholic to bright—not
because any specific note changed, but because everything changed a
little.

The metaphor will help us understand why serotonin’s effects are
so diffuse and so hard to pin down. A conductor does many things
simultaneously, and asking “what does the conductor do?” admits no
simple answer. Similarly, asking “what does serotonin do?” may be the
wrong question. Better to ask: “How does serotonin change how other
systems operate?”

9.2 An Accidental Discovery

The serotonin hypothesis has a remarkably contingent history. It
emerged not from careful investigation into depression’s causes but
from observations about drug side effects—side effects of a tuberculosis
medication.

In 1952, physicians at Sea View Hospital on Staten Island were testing
iproniazid as a treatment for tuberculosis. The drug did help some
patients’ lung disease, but something else was happening. Patients
were becoming cheerful. Inappropriately cheerful, given that many
were dying of TB. Some had to be removed from the trial because they
were too energetic, dancing in the hallways of a tuberculosis ward.

Iproniazid, it turned out, was a monoamine oxidase inhibitor (MAOI).
It blocked the enzyme that degrades serotonin, norepinephrine, and
dopamine, effectively raising levels of all three. By 1957, clinicians were
using it as an antidepressant. The reasoning seemed straightforward:
if a drug that raises monoamines improves mood, perhaps depression
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involves low monoamines.
The serotonin-specific version of the hypothesis gained traction later,

driven largely by pharmaceutical development. In the 1970s, researchers
noted that some depressed patients showed lower cerebrospinal fluid
levels of 5-HIAA, serotonin’s main metabolite. When fluoxetine (Prozac)
was approved in 1987—targeting serotonin reuptake specifically, not
all monoamines—the hypothesis crystallized into its familiar form:
depression is caused by low serotonin, SSRIs correct the imbalance, and
this explains why they work.

The narrative was elegant, reassuring, and commercially useful.
“You have a chemical imbalance” removed stigma. “This drug corrects
it” justified prescription. “You need it like a diabetic needs insulin”
encouraged long-term use. The comparison to insulin was particularly
effective—and particularly misleading, since we can measure insulin
deficiency directly, while no such test exists for serotonin deficiency.

The narrative was always ahead of the evidence. But narratives have
momentum. It took decades for the careful work to accumulate—the
failed replications, the null findings, the meta-analyses—that would
challenge a hypothesis that had become cultural common sense.

9.3 The Life of a Serotonin Molecule

Let us follow a single serotonin molecule from birth to death, putting
concrete numbers on the chemistry.

Our molecule begins as tryptophan, an amino acid obtained from
diet. Unlike most neurotransmitter precursors, tryptophan is not abun-
dant in the brain; it must compete with other large neutral amino acids
to cross the blood-brain barrier. This is why serotonin synthesis can be
modestly affected by diet—a carbohydrate-rich meal increases the ratio
of tryptophan to competing amino acids, enhancing brain tryptophan
uptake.

Inside a serotonergic neuron in the raphe nuclei, tryptophan hydrox-
ylase (TPH) converts tryptophan to 5-hydroxytryptophan (5-HTP). This
is the rate-limiting step. The enzyme is not fully saturated with sub-
strate under normal conditions, which means synthesis can be increased
by providing more tryptophan. Aromatic amino acid decarboxylase
then rapidly converts 5-HTP to serotonin (5-HT, 5-hydroxytryptamine).

The synthesis rate is approximately 1.5 nanomoles per gram of brain
tissue per hour. Total brain serotonin content is roughly 1 to 2 micro-
grams in an adult human—perhaps 10 billion molecules, distributed
across the brain.

Raphe

Cortex Striatum

Amy Hip

Diffuse projections
to many regions

Figure 9.1: Serotonin projections from
the raphe nuclei reach cortex, striatum,
amygdala (Amy), hippocampus (Hip),
and nearly every brain region.

Our molecule is loaded into a synaptic vesicle by the vesicular
monoamine transporter (VMAT2)—the same transporter that handles
dopamine and norepinephrine. Each vesicle contains approximately
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5,000 to 10,000 serotonin molecules, packed at concentrations around
0.5 molar.

When an action potential arrives, calcium influx triggers vesicle
fusion. Our molecule enters the synaptic cleft, a gap of roughly 20

nanometers. Local concentration briefly reaches the micromolar range—
perhaps 1 to 5 micromolar immediately after release.

Now comes the critical divergence from dopamine. Suppose our
molecule encounters a 5-HT1A receptor on a hippocampal neuron. This
receptor couples to inhibitory G-proteins (Gi/Go). Binding activates
the G-protein, which opens GIRK potassium channels and inhibits
adenylyl cyclase. Potassium flows out; the neuron hyperpolarizes by
5 to 15 millivolts; firing probability drops. This inhibitory effect lasts
hundreds of milliseconds to seconds.

But our molecule could have encountered a 5-HT2A receptor instead—
excitatory, coupled to Gq, increasing intracellular calcium and protein
kinase C activity. Same molecule, opposite effect.

Or a 5-HT3 receptor—not even a G-protein coupled receptor but
an ion channel, mediating fast excitatory transmission in milliseconds
rather than the slower metabotropic signaling.

The same serotonin molecule, depending on which receptor it en-
counters, produces effects ranging from inhibition to excitation, from
milliseconds to seconds, from subtle modulation to dramatic state
changes.

Our molecule eventually dissociates and is recaptured by the sero-
tonin transporter (SERT) on a nearby serotonergic terminal. Inside the
neuron, monoamine oxidase (MAO-A) degrades it to 5-hydroxyindoleacetic
acid (5-HIAA), which diffuses into the bloodstream and is excreted in
urine. The whole cycle, from synthesis to degradation, takes minutes
to hours.

9.4 The Raphe Nuclei: A Surprisingly Small Source

The anatomy of the serotonin system reveals something important
about its function.

Serotonergic neurons originate in the raphe nuclei—clusters of cells
along the midline of the brainstem, from the midbrain down through
the medulla. There are roughly 300,000 serotonergic neurons in the
human brain. This is remarkably few: fewer than the number of
dopamine neurons, a tiny fraction of our 86 billion total.

Yet the projections from these few neurons are extraordinarily widespread.
Serotonin axons reach nearly every region of the brain—cortex, hip-
pocampus, amygdala, hypothalamus, striatum, thalamus, cerebellum,
spinal cord. A single serotonergic neuron can branch to innervate
multiple distant targets simultaneously.
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You might ask: “If only 300,000 neurons project everywhere, how
can serotonin exert any local control?” The answer is that it largely
does not. Unlike dopamine, which sends targeted signals to specific
circuits, serotonin appears to modulate the entire brain at once—the
orchestra conductor adjusting everything simultaneously.

This diffuse anatomy immediately suggests that serotonin is do-
ing something different from dopamine’s prediction error signaling.
Dopamine marks specific moments, teaches specific lessons. Serotonin
sets the overall tone, the background against which other signals are
interpreted.

The raphe nuclei themselves are not homogeneous. The dorsal raphe
projects primarily to forebrain structures (cortex, striatum, amygdala)
and is more associated with cognitive and emotional functions. The
median raphe projects more to hippocampus and is implicated in
anxiety and behavioral inhibition. The caudal raphe nuclei project to
brainstem and spinal cord, regulating autonomic and motor functions.
Different conductors for different sections of the orchestra.

9.5 Fourteen Receptors: The Bewildering Complexity

Here we encounter why serotonin is so difficult to understand. There
are at least fourteen distinct serotonin receptor subtypes, organized
into seven families (5-HT1 through 5-HT7). They use different signaling
mechanisms. They are distributed differently across brain regions. They
do different, sometimes opposite, things.

Let us survey the major players:
The 5-HT1 family includes subtypes A through F. The 5-HT1A

receptor is particularly important: it is inhibitory (Gi-coupled), found
both as a presynaptic autoreceptor on serotonin neurons themselves
(where it suppresses further serotonin release) and postsynaptically in
hippocampus and cortex. Activation generally reduces anxiety. This
receptor is central to understanding SSRI effects—the autoreceptors
desensitize over weeks, eventually allowing more serotonin release.
The 5-HT1B and 5-HT1D receptors are targets of triptans, the migraine
medications.

The 5-HT2 family (A, B, C) is excitatory, Gq-coupled. The 5-HT2A
receptor, concentrated in cortex, mediates the effects of psychedelic
drugs—LSD, psilocybin, and DMT are 5-HT2A agonists. This receptor
seems more involved in perception and cognition than in mood directly.
The 5-HT2C receptor influences appetite, anxiety, and dopamine/norepinephrine
release; blocking it reduces anxiety but increases appetite. Many atypi-
cal antipsychotics are 5-HT2A and 5-HT2C antagonists.

The 5-HT3 receptor is unique: it is a ligand-gated ion channel, not
a G-protein coupled receptor. It mediates fast excitatory transmission
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in both brain and gut. Blocking it is profoundly anti-emetic—5-HT3

antagonists like ondansetron are standard treatment for chemotherapy-
induced nausea.

The 5-HT4, 5-HT6, and 5-HT7 receptors are all Gs-coupled (stimu-
latory). They are distributed through limbic system and cortex, impli-
cated in memory, cognition, and circadian rhythms. The 5-HT7 receptor
is of particular interest in depression research, as some evidence sug-
gests it may mediate antidepressant effects.

With fourteen receptors doing different things in different brain
regions, “increasing serotonin” has no single meaning. The same SSRI,
by raising synaptic serotonin throughout the brain, simultaneously
activates inhibitory autoreceptors (initially reducing serotonin release),
excites 5-HT2A-expressing cortical neurons, inhibits 5-HT1A-expressing
hippocampal neurons, and produces effects at a dozen other receptor
subtypes. The net result is impossible to predict from first principles.

This is why the simple “chemical imbalance” narrative fails. There is
no single serotonin effect to be “balanced.” The system is an orchestra
with fourteen instrument sections, each responding differently to the
conductor’s cues.

9.6 The SSRI Paradox

Let us return to what happens when you take an SSRI, because the
timeline reveals how poorly we understand the mechanism.

Fluoxetine (Prozac), sertraline (Zoloft), and other SSRIs block the
serotonin transporter (SERT). This is immediate—within hours of the
first dose, SERT occupancy approaches 80 percent, and synaptic sero-
tonin levels rise measurably.

If the serotonin hypothesis were correct in its simple form—depression
equals low serotonin, SSRIs raise serotonin, problem solved—you
would expect rapid improvement.

But clinical effects take 2 to 6 weeks to appear. The blockade is
immediate; the benefit is delayed. This is the therapeutic lag paradox,
and it suggests that whatever SSRIs are doing therapeutically, it is not
simply raising serotonin levels.

The current best explanation involves receptor adaptation. When
synaptic serotonin rises, 5-HT1A autoreceptors on serotonin neurons
are initially activated, which paradoxically reduces serotonin release—a
negative feedback that partially counteracts the SSRI’s effect. Over
2 to 4 weeks, these autoreceptors desensitize. They down-regulate,
becoming less responsive to serotonin. Only then does the full increase
in serotonergic transmission occur.

Meanwhile, postsynaptic receptors also adapt. 5-HT2A receptors
down-regulate; 5-HT1A receptors may up-regulate in some regions.
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The entire system adjusts to the new baseline.
This suggests that the therapeutic mechanism involves not high

serotonin per se, but the downstream adaptations that chronically
elevated serotonin produces—changes in receptor expression, synaptic
plasticity, neurogenesis in the hippocampus, alterations in neural circuit
function. The serotonin increase may be the trigger, but the treatment
may be the adaptation.

You might ask: “If the mechanism involves receptor changes rather
than serotonin levels, why target serotonin at all?” Because serotonin
elevation reliably triggers those adaptations. The drug provides the
signal; the brain provides the adaptation. This is not correcting a deficit.
It is more like physical therapy—the exercises are not the goal; the
strengthening is.

9.7 What the Evidence Actually Shows

Let us examine the Moncrieff umbrella review more carefully, because
its conclusions are both important and frequently misrepresented.

The review examined six research areas:
Serotonin and metabolites: Studies measuring serotonin or its

metabolite 5-HIAA in blood, cerebrospinal fluid, or postmortem brain
tissue found no consistent difference between depressed patients and
controls. Some studies found lower levels, some found higher, most
found no difference. Meta-analyses were inconclusive.

Serotonin receptor studies: Brain imaging studies of 5-HT1A re-
ceptors showed no consistent differences in depression. Some studies
found reduced binding in some regions, but findings did not replicate.

Serotonin transporter studies: Here the picture was complicated.
Some studies found increased SERT binding in depression—opposite to
the hypothesis prediction. A large meta-analysis found reduced SERT
binding in some regions, but this was confounded by antidepressant
use.

Tryptophan depletion studies: If low serotonin causes depression,
then rapidly depleting tryptophan (and thus serotonin) should worsen
mood. In healthy volunteers, it does not reliably do so. In patients with
a history of depression, results are mixed.

Gene studies: The SERT gene has variants that affect serotonin
transporter expression. The “short” allele reduces SERT, effectively
raising synaptic serotonin. Early studies suggested this allele increased
depression risk, but large meta-analyses found no reliable association.

SSRI effects on serotonin: SSRIs do lower plasma serotonin markers
in the long term—opposite to their acute effect—suggesting complex
regulatory responses.

The review’s conclusion: no consistent evidence supports the sero-
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tonin hypothesis in its original form.
You might ask: “Does this mean depression has nothing to do with

serotonin?” No. The review addressed a specific hypothesis—that
depression is caused by low serotonin levels or activity. It did not
address whether serotonin is involved in mood regulation, whether
SSRIs work through serotonergic mechanisms, or whether serotonin
abnormalities might be present in subgroups of depressed patients.

The distinction matters. Aspirin reduces headaches, but headaches
are not caused by aspirin deficiency. Insulin lowers blood sugar, but
high blood sugar has many causes beyond insulin deficiency. A treat-
ment can work without the simple deficiency model being correct.

9.8 The Efficacy Question

You might ask: “Do SSRIs actually work, or is it all placebo effect?”
The evidence says SSRIs work—but modestly. This is perhaps the

most important and least understood finding in psychiatry.
The largest meta-analysis, by Cipriani and colleagues in 2018, in-

cluded over 116,000 patients across 522 trials. SSRIs and other antide-
pressants were more effective than placebo, with certainty. The effect
sizes were in the range of 0.3 to 0.4 (Cohen’s d), meaning the average
antidepressant-treated patient did better than about 62 to 65 percent of
placebo-treated patients.

Is this clinically meaningful? Here opinions divide. Some argue
that effect sizes below 0.5 are too small to matter. Others note that
even modest effects, applied to millions of patients, prevent substantial
suffering.

The drug-placebo difference is larger for severe depression and
smaller (sometimes absent) for mild depression. The UK’s NICE guide-
lines recommend SSRIs mainly for moderate to severe depression, not
mild cases, partly for this reason.

Critically, placebo responses in depression trials are substantial:
35 to 40 percent of patients improve on placebo. This is not noth-
ing. The therapeutic relationship, expectation of improvement, regular
monitoring—all these contribute. SSRIs add something on top, but the
something is modest.

Here is a worked example with numbers. Suppose a clinical trial
enrolls 200 patients with moderate depression, randomized equally to
fluoxetine versus placebo. Response is defined as 50 percent reduction
in depression scores.

In the placebo group: 38 of 100 patients respond (38 percent). In the
fluoxetine group: 52 of 100 patients respond (52 percent).

The absolute risk difference is 14 percentage points. The number
needed to treat (NNT) is roughly 7—you must treat 7 patients with
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fluoxetine instead of placebo for one additional patient to respond.
Is NNT = 7 good or bad? For comparison: the NNT for statins

preventing heart attacks in high-risk patients is around 20 to 50. For
aspirin preventing recurrent stroke, around 40. An NNT of 7 is actually
quite good by pharmaceutical standards.

But note what the numbers also show: 38 percent of patients would
have improved anyway, and 48 percent of fluoxetine-treated patients
did not respond. SSRIs are not magic. They help some people, modestly,
while others respond to placebo and others respond to neither.

9.9 What Serotonin Actually Does

If serotonin is not simply the “mood chemical,” what does it actually
do?

The honest answer is that we do not have a clean computational the-
ory for serotonin analogous to dopamine’s prediction error framework.
But several findings suggest its functions:

Behavioral inhibition: Serotonin appears involved in suppressing
impulsive responses, especially to negative stimuli. Low serotonin
is associated with increased impulsivity and aggression. Tryptophan
depletion (which lowers serotonin) increases impulsive responding in
laboratory tasks.

Aversive processing: Some evidence suggests serotonin is involved
in processing negative outcomes—a kind of counterpart to dopamine’s
role in positive prediction errors. When a predicted punishment is omit-
ted, serotonin neurons show increased activity. When an unexpected
punishment arrives, activity decreases. This is roughly the inverse of
dopamine’s pattern.

Patience and future orientation: Serotonin may be involved in wait-
ing for delayed rewards. Low serotonin is associated with temporal
discounting—preferring smaller immediate rewards over larger delayed
ones. SSRIs can shift behavior toward more patience.

Sleep-wake regulation: Serotonin from the raphe nuclei is highest
during waking, lower during slow-wave sleep, and lowest during REM
sleep. Serotonergic neurons help maintain wakefulness.

Gut function: Most of the body’s serotonin—roughly 90 percent—is
in the gut, not the brain. Enteric serotonin regulates motility, secretion,
and sensation. This is why SSRIs often cause gastrointestinal side
effects initially.

Temperature and appetite: The hypothalamus, heavily innervated
by serotonin, regulates body temperature and feeding behavior. Sero-
tonin manipulations affect both.

None of these functions maps cleanly onto “mood.” But all of them
affect the experience of living: how impulsive or controlled we feel, how
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we respond to setbacks, whether we can wait for what we want, how
well we sleep, how our gut feels, whether we are hungry or satiated.
Change all of these at once, and you have changed the overall character
of experience—the orchestra’s sound—even if you have not touched
any specific “mood center.”

9.10 The Psychedelic Complication

Here is something that should give pause to anyone holding a simple
view of serotonin and mood.

Psilocybin, the active compound in “magic mushrooms,” is a 5-HT2A
agonist. It activates the same receptor family that SSRIs indirectly
affect. Yet its subjective effects are nothing like SSRIs—not subtle mood
improvement over weeks, but profound alterations in perception, sense
of self, and meaning within hours.

Recent clinical trials have found that psilocybin, administered once
or twice with psychological support, produces antidepressant effects
lasting weeks to months. The effect sizes are larger than those typi-
cally seen with SSRIs. And the mechanism cannot be “correcting low
serotonin”—psilocybin is providing intense, acute serotonin receptor
activation, not chronic supplementation.

You might ask: “How can both SSRIs and psilocybin help depression
if they work so differently?” The honest answer is that we do not
know. It suggests that “depression” may not be a single condition with
a single mechanism, but a final common pathway reached by many
different routes. Different treatments may help different subgroups,
through different mechanisms, even though we lump all these patients
under one diagnosis.

Or perhaps both treatments work by triggering neuroplasticity—the
brain’s ability to reorganize itself—through different routes. SSRIs pro-
mote gradual, subtle changes. Psilocybin may produce rapid, dramatic
reorganization. Both shake up a system that has become stuck.

These possibilities are speculative. But they underscore how little
we actually understand.

9.11 A Worked Example: SSRI Mechanism at the Synapse

Let us put concrete numbers on what happens during SSRI treatment,
following the chemistry day by day.

Day 0 (baseline): A serotonergic synapse in the dorsal raphe has
baseline extracellular serotonin around 2 to 5 nanomolar. The presynap-
tic neuron fires at 1 to 2 Hz during quiet waking. Each action potential
releases 3,000 to 5,000 serotonin molecules from fusing vesicles. SERT
rapidly clears serotonin from the cleft, with a time constant of roughly
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200 milliseconds.
Day 1 (first dose): Patient takes 20 mg fluoxetine. Plasma concentra-

tion reaches 50 to 100 ng/mL within 6 to 8 hours. Brain concentration
equilibrates more slowly, reaching significant levels by day 2 to 3. SERT
occupancy approaches 60 to 80 percent.

Days 1-3: Synaptic serotonin rises to 10 to 50 nanomolar between
release events—a 5- to 10-fold increase. But 5-HT1A autoreceptors on
the presynaptic neuron are now being stimulated more strongly. These
receptors hyperpolarize the neuron, reducing its firing rate from 1.5 Hz
to perhaps 0.8 Hz. Net serotonin output is partially offset by reduced
release.

Weeks 1-2: Autoreceptor stimulation continues. Firing rate remains
suppressed. Patients may experience side effects (nausea, anxiety,
insomnia) without clear mood benefit—or may feel worse initially.

Weeks 2-4: Autoreceptors begin to desensitize. The proteins are
internalized or down-regulated. The presynaptic neuron “ignores” the
elevated serotonin and returns toward normal firing rates. But SERT
remains blocked, so each action potential now produces higher and
more sustained serotonin elevation.

Weeks 4-6: Full autoreceptor desensitization. Postsynaptic receptors
have also adapted: 5-HT2A receptors down-regulate (possibly reducing
anxiety and improving sleep), while 5-HT1A postsynaptic signaling
may be enhanced in hippocampus. Neurogenesis in the hippocampal
dentate gyrus increases—possibly contributing to mood effects.

Weeks 6+: A new steady state. The system operates differently from
baseline, with higher serotonergic tone, altered receptor expression,
and changed neural circuit dynamics. Clinical effects, if they will occur,
typically appear by now.

This timeline explains why patients are told to “give it time.” The
immediate effects are not the therapeutic effects. The drug triggers a
cascade of adaptations, and only after those adaptations stabilize does
benefit emerge—if it emerges at all.

9.12 Should People Stop Their Medications?

You might ask, given all this uncertainty: “Should people on SSRIs stop
taking them?”

No. Absolutely not without medical guidance.
The evidence that the serotonin hypothesis was oversimplified does

not mean SSRIs do not work. The drugs have effects; those effects help
some people; the mechanism is more complicated than we thought.
This is normal in medicine.

Moreover, stopping SSRIs abruptly can cause withdrawal symptoms:
dizziness, nausea, anxiety, “brain zaps” (strange electrical sensations),
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and mood instability. These are real physiological effects of a brain that
has adapted to the drug’s presence. Tapering slowly, under medical
supervision, is important.

Here is an analogy. We once thought stomach ulcers were caused
by stress and excess acid. Then we discovered most ulcers are caused
by Helicobacter pylori bacteria. The old theory was wrong. But acid-
reducing drugs had been helping patients for years—not by addressing
the root cause, but by reducing symptoms while the body healed or by
making the ulcer environment less hospitable. The drugs worked even
though the theory was wrong. Patients who were helped should not
have stopped their medications just because scientists updated their
understanding.

The same applies to antidepressants. If an SSRI is helping you, keep
taking it. If you want to stop, do so gradually with your doctor’s
guidance. And if you are considering starting, know that the evidence
supports modest but real effects for moderate to severe depression, that
response is individual and unpredictable, and that the first drug tried
often is not the right one.

9.13 What We Actually Know

Let us summarize honestly what the evidence supports:
Serotonin is involved in mood regulation—but not as a simple

“mood chemical” whose deficiency causes depression. It modulates
how the brain processes information, particularly aversive information,
impulsive responses, and temporal expectations.

The simple serotonin hypothesis is wrong—depression is not caused
by low serotonin levels in any straightforward sense. No consistent
evidence supports this claim.

SSRIs work modestly—better than placebo for moderate to severe
depression, with effect sizes that are clinically meaningful for some
patients but not dramatic for most.

The mechanism is unclear—SSRI benefit involves adaptations trig-
gered by serotonin elevation, not serotonin elevation itself. These
adaptations may include receptor changes, neuroplasticity, and circuit
reorganization.

Depression is heterogeneous—probably many conditions produce
similar symptoms through different mechanisms. This may explain
why some patients respond to SSRIs, others to SNRIs, others to psy-
chotherapy, others to exercise, and others to nothing we currently have.

We still do not understand the connection to subjective experi-
ence—even if we knew exactly what serotonin does at every receptor
in every circuit, we would still not understand how changes in seroton-
ergic signaling become changes in how life feels. The explanatory gap
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remains.

9.14 What We Do Not Know

Let us also be honest about the mysteries:
Why does the therapeutic lag exist? Autoreceptor desensitization is

the leading explanation, but it may not be the whole story.
Why do only some patients respond? We have no reliable way to

predict who will benefit from SSRIs.
What is serotonin’s computational function? We lack a clean theory

analogous to dopamine prediction error.
How does the same receptor family mediate both SSRI effects and

psychedelic effects? The relationship between acute, intense 5-HT2A ac-
tivation and chronic, subtle serotonergic enhancement remains unclear.

What is the relationship between gut serotonin and brain serotonin?
The gut-brain axis is a hot research area, but we do not understand
how peripheral serotonin dynamics relate to central effects.

Why do SSRIs help anxiety as well as depression? The conditions
are different, yet the same drugs often help both. This suggests either
overlapping mechanisms or that “anxiety” and “depression” are not
the clean categories we pretend they are.

The serotonin system is the orchestra conductor, but we do not
understand the conductor’s instructions, the orchestra’s response, or
how the sound becomes the music we experience.

9.15 From Modulation to Arousal

We have examined the serotonin system—its diffuse anatomy, its bewil-
dering receptor complexity, its uncertain role in mood, and the evidence
that undermines simple explanations while leaving us with a treatment
that modestly but genuinely helps.

Serotonin modulates; dopamine teaches. But there is a third major
monoamine system that we have mentioned only in passing: nore-
pinephrine, released from the locus coeruleus, governing arousal itself.

When you are startled awake by a sudden noise, when your heart
races at a near-miss while driving, when you achieve the focused alert-
ness of flow—norepinephrine is part of why. Where serotonin is the
conductor setting the overall tone, norepinephrine is the lighting tech-
nician: it does not create the performance, but it determines whether
we see it clearly or through a haze.

The locus coeruleus is tiny—only about 50,000 neurons—yet like
the raphe nuclei, it projects throughout the brain. Its activity tracks
arousal on a moment-to-moment basis, low during sleep, high during
alertness and stress. Too little, and we are drowsy, unfocused, missing
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what matters. Too much, and we are anxious, hypervigilant, unable to
concentrate.

The next chapter examines this arousal system: its anatomy, its dy-
namics, its role in attention and stress, and what happens when it is
dysregulated. Where serotonin’s relationship to mood proved compli-
cated, norepinephrine’s relationship to arousal is more straightforward—
though the complications emerge when we ask how arousal relates to
performance, to anxiety, and to the feeling of being alert and alive.

The serotonin hypothesis promised simplicity: low serotonin causes depression, SSRIs correct the imbalance, and we understand what
we are treating. The evidence denied us this simplicity. Depression likely has many causes, serotonin is involved somehow but not as
a simple deficiency, and the treatments work through adaptations we are only beginning to understand. This is frustrating if you
want clean answers. But it is closer to the truth, and the truth is what we need if we are to make progress. The orchestra conductor
metaphor remains useful: serotonin modulates everything without determining anything specific, adjusting the character of neural
processing without carrying particular information. We are watching the conductor’s gestures—the neurochemistry—without hearing
the music that emerges. Perhaps that is all we can do, for now. Perhaps understanding the music requires different methods than we
currently possess. But we can describe the conductor’s movements with increasing precision, and that is something.
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The Arousal System

You are walking down a quiet street at dusk. Your mind is elsewhere—perhaps replaying a conversation, perhaps
planning tomorrow. Then a car backfires.

In the next 300 milliseconds, before you have formed a conscious thought, your body has already responded. Your
heart rate has jumped from 70 to 100 beats per minute. Your pupils have dilated from 4 millimeters to 6. Blood has
begun shifting away from your digestive organs toward your skeletal muscles. Your attention has snapped to the source
of the sound with a focus you could not have mustered voluntarily. You are, suddenly and completely, awake.

This is norepinephrine in action—the arousal molecule, released both
from a tiny cluster of neurons in your brainstem and from your adrenal
glands into your bloodstream. The two systems work in concert, one
preparing your mind and one preparing your body, both operating
faster than thought.

The arousal system is among evolution’s masterpieces. An animal
that cannot snap to attention is an animal that gets eaten. But the same
machinery that saves your life from predators creates the racing heart
of anxiety, the hypervigilance of trauma, the exhausting inability to
relax. Too little arousal produces lethargy and inattention; too much
produces panic and paralysis. The system must be calibrated precisely
to circumstance, and when that calibration fails, the consequences shape
how we feel every waking moment.

This chapter examines the norepinephrine system—its anatomy, its
receptors, its role in attention, memory, and stress—and asks how the
brain sets the dial on arousal. We will find a system elegant in its
simplicity and profound in its effects, a system that decides, before we
do, what deserves our attention and what can safely be ignored.

10.1 The Lighting Technician

Let us establish a metaphor we will return to throughout this chapter.
If serotonin is the orchestra conductor—setting the overall tone without
playing any instrument—then norepinephrine is the lighting technician.
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The technician does not create the performance. The technician does
not determine which notes are played or how the actors move. But the
technician determines what we see: whether the stage is bright or dim,
whether our attention is focused on a single spotlight or diffused across
the whole scene, whether the mood is sharp and urgent or soft and
dreamy.

This is what norepinephrine does. It does not carry specific infor-
mation about reward or threat or any particular content. It sets the
gain on the entire system, determining how strongly other signals are
processed, what gets through and what gets filtered out, whether we
are alert to what is happening or drowsing through it.

You might ask: “If norepinephrine just turns up the brightness,
how can it be so important for how we feel?” Precisely because the
brightness matters enormously. Watch the same play under harsh
fluorescent lights and under careful theatrical lighting—the content is
identical, but the experience is transformed. Similarly, the same neural
signals processed under high noradrenergic tone versus low tone feel
completely different. One is sharp, focused, alive; the other is muzzy,
distracted, half-present.

The metaphor will help us understand why arousal problems are
so pervasive and so consequential. When the lighting technician errs
on the side of darkness, we miss what matters—the important signal
lost in the gloom. When the technician floods the stage with light, we
are blinded—unable to focus, overwhelmed by everything at once. The
art is in the calibration, and the system must recalibrate constantly as
circumstances change.

10.2 A Startle Response in Milliseconds

Let us trace what happens in your nervous system when that car
backfires, putting concrete numbers on the timeline. This worked
example will reveal how fast the arousal system operates and how
many systems it coordinates.

Time zero: The backfire produces a pressure wave—a loud, sharp
sound, roughly 120 decibels at the source, perhaps 90 decibels at your
ears.

0 to 10 milliseconds: Sound waves enter your ear canal, vibrate your
eardrum, are transmitted through the ossicles to the cochlea, where hair
cells convert mechanical energy to electrical signals. By 10 milliseconds,
auditory nerve fibers are firing.

10 to 30 milliseconds: Signals reach the cochlear nucleus in the
brainstem, then the superior olivary complex and inferior colliculus.
The brainstem begins processing the sound’s characteristics: loud,
sharp, unexpected. The acoustic startle reflex circuit—a direct pathway
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through the brainstem—begins activating even before the sound reaches
cortex. Your neck muscles begin tensing to protect the head; your
eye blink reflex initiates. These brainstem reflexes require no cortical
involvement.

30 to 50 milliseconds: Auditory signals reach the medial geniculate
nucleus of the thalamus, then primary auditory cortex. Simultaneously,
a faster subcortical pathway carries information directly to the amyg-
dala via the thalamus, bypassing cortex entirely. The amygdala begins
its threat evaluation.

50 to 100 milliseconds: The amygdala, detecting an unexpected loud
sound consistent with potential threat, sends glutamatergic projections
to the locus coeruleus in the dorsal pons. The locus coeruleus has been
firing at its tonic baseline rate of 1 to 3 Hz—quiet, relaxed, not much
happening. Now it receives a burst of excitatory input.

100 to 150 milliseconds: Locus coeruleus neurons fire a phasic
burst: a cluster of 4 to 8 action potentials over 100 to 200 milliseconds,
instantaneous firing rates reaching 20 to 40 Hz. This is a dramatic
shift—from occasional background firing to a coordinated volley.

LC

PFC Thal

Amy Hip

15,000 neurons
innervate entire brain

Figure 10.1: The locus coeruleus (LC)
projects to prefrontal cortex (PFC), thala-
mus (Thal), amygdala (Amy), hippocam-
pus (Hip), and nearly every brain region.

150 to 200 milliseconds: Norepinephrine is released at terminals
throughout the brain—in prefrontal cortex, in sensory cortices, in hip-
pocampus, in amygdala, in thalamus. Each locus coeruleus neuron has
an extraordinarily branched axon that contacts hundreds of thousands
of target sites. There are only about 15,000 locus coeruleus neurons per
hemisphere in humans, yet they innervate virtually the entire brain.

200 to 300 milliseconds: Norepinephrine binds to adrenergic recep-
tors. In cortex, binding to beta receptors increases the signal-to-noise
ratio of neural processing—neurons that were somewhat active become
more active, while background noise is suppressed. Attention sharpens.
Your pupils begin dilating as norepinephrine reaches the iris through
sympathetic innervation.

Simultaneously, 100 to 300 milliseconds: The amygdala has also
activated the hypothalamus, which sends descending signals through
the brainstem to the spinal cord, then to the sympathetic chain ganglia,
and finally to the adrenal medulla. But this pathway is slower—axons
are longer, there are more synapses to cross.

300 to 500 milliseconds: Chromaffin cells in the adrenal medulla
receive the signal and release epinephrine and norepinephrine into the
bloodstream. These catecholamines must travel through the circulation
before they can act—a slower process than direct neural transmission.

500 to 1000 milliseconds: Circulating catecholamines reach the heart,
binding to beta-1 adrenergic receptors on cardiac myocytes. Heart rate
increases from 70 beats per minute toward 100 or higher. Stroke volume
increases. Blood pressure rises. Simultaneously, alpha-1 receptors in
peripheral blood vessels cause vasoconstriction in non-essential vascular
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beds (skin, gut), redirecting blood toward muscles.
1 to 3 seconds: You have now oriented toward the sound, processed

that it was a car backfire (not a gunshot, not an explosion), and begun
deciding whether to relax or remain vigilant. If the threat assessment
comes back negative, parasympathetic activation via the vagus nerve
begins slowing your heart back toward baseline.

5 to 10 seconds: Physiological parameters are returning toward base-
line. But the norepinephrine that was released in your hippocampus has
initiated intracellular cascades via beta receptors—cascades that will
strengthen memory consolidation for this moment. You may remember
this startle for hours, even years.

The entire sequence, from sound to full arousal, takes about one
second. The brain’s decision that something important happened—the
locus coeruleus burst—occurs in about a tenth of a second. This is
faster than conscious thought. The arousal system has decided what
matters before you know what happened.

10.3 The Blue Place: Anatomy of the Locus Coeruleus

Let us examine the structure that orchestrates all this.
The locus coeruleus sits in the dorsal pons of the brainstem, just

below the fourth ventricle. In fresh brain tissue, it appears as a bluish
spot—the name means “blue place” in Latin. The color comes from
neuromelanin, a pigment that accumulates in catecholamine-producing
neurons over a lifetime. The locus coeruleus is so small that early
anatomists sometimes missed it entirely; in cross-section, it is smaller
than a grain of rice.

You might ask: “How can 15,000 neurons control the arousal state
of a brain with 86 billion?” The answer lies in the extraordinary
branching of locus coeruleus axons. A single neuron may have an axon
that branches to contact targets in cortex, hippocampus, amygdala,
thalamus, cerebellum, and spinal cord simultaneously. One estimate
suggests each locus coeruleus neuron makes synaptic contacts at over
300,000 sites. The projection pattern is not precise targeting of specific
circuits but broad, diffuse innervation of nearly everything.

This architecture tells us something important about function. Dopamine
neurons, as we saw, send relatively focused projections to specific tar-
gets: VTA to nucleus accumbens and prefrontal cortex, substantia nigra
to striatum. This supports dopamine’s role in sending specific teach-
ing signals about reward prediction errors. Norepinephrine’s diffuse
projections suggest a different role: not sending specific information to
specific targets, but modulating the overall state of the brain—turning
up the gain everywhere at once.

The locus coeruleus receives inputs from many sources, integrating
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information to determine appropriate arousal level. The amygdala
provides input about emotional salience: is something threatening? The
hypothalamus signals homeostatic state: are we hungry, tired, in pain?
The prefrontal cortex communicates task demands: are we trying to
concentrate? Brainstem sensory nuclei report sudden environmental
changes. The locus coeruleus sits at a convergence point, integrating
these signals to answer a simple question: how alert should we be right
now?

Importantly, locus coeruleus neurons tend to fire together. The
population shows highly synchronized activity—when one neuron fires
a phasic burst, its neighbors do too. This produces a coordinated release
of norepinephrine across the brain, changing the state of everything at
once rather than modulating specific circuits. The lighting technician
adjusts the house lights, not individual spotlights.

10.4 Three Receptor Families: Dose-Dependent Effects

Norepinephrine acts through three main receptor families: alpha-1,
alpha-2, and beta. Their distribution and signaling mechanisms create
a dose-response relationship that explains one of the most important
phenomena in the neuroscience of performance.

Alpha-2 receptors have the highest affinity for norepinephrine—they
respond to the lowest concentrations. They are coupled to inhibitory
G-proteins (Gi/Go), and their activation hyperpolarizes neurons, re-
ducing excitability. Critically, alpha-2 receptors serve as presynaptic
autoreceptors on noradrenergic terminals: when norepinephrine levels
rise, alpha-2 activation suppresses further release, providing negative
feedback. Postsynaptically, alpha-2A receptors in prefrontal cortex
enhance working memory by strengthening connections in prefrontal
networks—but only at low to moderate norepinephrine levels.

Beta receptors have intermediate affinity. They are coupled to stim-
ulatory G-proteins (Gs), increasing cAMP and activating protein kinase
A. In cortex and hippocampus, beta receptor activation increases signal-
to-noise ratio and enhances memory consolidation. Beta-1 receptors
predominate in brain; beta-2 receptors are more common peripher-
ally. These receptors mediate much of the cognitive enhancement of
moderate arousal—the sharpened attention, the improved memory for
emotionally significant events.

Alpha-1 receptors have the lowest affinity—they require high nore-
pinephrine concentrations to be activated. They are coupled to Gq
proteins, increasing intracellular calcium. In prefrontal cortex, alpha-
1 activation actually impairs function: it takes prefrontal networks
“offline,” shifting control to more posterior and subcortical regions.
This makes sense evolutionarily: during extreme stress, you want fast,
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automatic responses, not slow deliberation.
This receptor distribution creates a dose-response curve that is not

monotonic. At low norepinephrine levels, alpha-2 receptors dominate:
modest enhancement of prefrontal function, some negative feedback
limiting further release. At moderate levels, beta receptors join in:
better signal processing, enhanced memory consolidation, sharpened
attention. At high levels, alpha-1 receptors engage: prefrontal impair-
ment, shift to automatic responding, the “freezing” or frantic action of
extreme stress.

This is the Yerkes-Dodson curve at the molecular level. The curve,
named for psychologists Robert Yerkes and John Dodson who de-
scribed it in 1908, shows that performance on complex tasks follows an
inverted-U relationship with arousal: too little arousal produces poor
performance (drowsy, unfocused), moderate arousal produces optimal
performance, and too much arousal again produces poor performance
(anxious, scattered). We now understand why. Low norepinephrine
means insufficient engagement of the receptors that enhance cortical
processing. High norepinephrine means alpha-1 receptor engagement
that impairs it.

You might ask: “If high arousal impairs prefrontal function, why
would evolution build the system this way?” Because in genuine emer-
gencies, deliberation can kill you. If a lion is charging, you do not want
to be weighing options. You want your amygdala and motor systems
running fast, automatic threat-response programs. The prefrontal cor-
tex, with its slow consideration of alternatives, would only get in the
way. The alpha-1 impairment of prefrontal function is a feature, not a
bug—but only for the emergencies the system evolved to handle.

10.5 Two Stress Responses: Fast and Slow

Let us distinguish clearly between two stress-response systems that are
often conflated.

The sympathoadrenal system operates in seconds. It involves the
sympathetic nervous system and the adrenal medulla. When the locus
coeruleus fires and the amygdala activates, descending signals travel
through the hypothalamus, brainstem, and spinal cord to the sympa-
thetic chain ganglia, then to the adrenal medulla. Chromaffin cells—
modified postganglionic sympathetic neurons—release epinephrine
(80%) and norepinephrine (20%) directly into the bloodstream.

The effects are immediate and peripheral: increased heart rate, blood
pressure, bronchodilation, pupil dilation, glucose mobilization, sweat-
ing. This is the “adrenaline rush”—the classic fight-or-flight response.
It peaks within 1 to 2 minutes and subsides within 10 to 15 minutes as
circulating catecholamines are metabolized.



biology of experience 139

The HPA axis operates over minutes to hours. As we discussed
in Chapter 5, the hypothalamus releases CRH, which triggers ACTH
from the pituitary, which stimulates cortisol release from the adrenal
cortex. Peak cortisol levels occur 20 to 30 minutes after a stressor.
Cortisol’s effects are metabolic (mobilizing glucose, suppressing non-
essential functions) and immunological (suppressing inflammation).
These effects persist for hours.

The two systems often co-activate during stress, but they serve
different functions. The sympathoadrenal response prepares you for
immediate action: run, fight, escape. The HPA response prepares you
for sustained challenge: maintain energy availability, suppress pro-
cesses (like immune function and digestion) that can wait, consolidate
memory of what happened so you can avoid similar situations in the
future.

You might ask: “Why have two systems? Why not just one stress
response?” Because threats have different timescales. A predator attack
requires immediate action—you need adrenaline now, not in 20 minutes.
But surviving a drought, recovering from injury, or navigating a social
conflict requires sustained adaptation over days or weeks—cortisol’s
territory. The fast system handles the emergency; the slow system
handles the aftermath.

Understanding this distinction matters clinically. A patient with
chronic anxiety may have normal cortisol rhythms but excessive sym-
pathoadrenal reactivity—they startle easily, their heart races at minor
provocations. Another patient may have a normal startle response but
chronically elevated cortisol from ongoing life stress. The symptoms
may overlap, but the underlying physiology differs.

10.6 Julius Axelrod and the Discovery of Reuptake

The norepinephrine system might still be mysterious if not for a bio-
chemist who discovered something surprising about how neurotrans-
mitters are cleared from synapses.

Julius Axelrod was working at the National Institutes of Health in
the late 1950s and early 1960s. The prevailing assumption was that
neurotransmitters, once released, were simply degraded by enzymes in
the synaptic cleft. This made sense: you release the signal, the signal
acts, enzymes destroy it, done.

Axelrod tested this by injecting radioactively labeled norepinephrine
into animals and tracking where it went. He expected to find labeled
breakdown products—evidence of enzymatic degradation. Instead, he
found that much of the radioactive norepinephrine accumulated intact
inside nerve terminals. The neurons were taking the norepinephrine
back up after release, recycling it rather than destroying it.
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This “reuptake” mechanism was revolutionary. It explained how
neurotransmitter signaling could be terminated quickly—remove the
molecule from the synapse—while conserving resources. It also imme-
diately suggested a drug target: block the reuptake transporter, and
you prolong neurotransmitter signaling.

The implications unfolded rapidly. Imipramine, which had been
discovered empirically as an antidepressant, turned out to block nore-
pinephrine reuptake. Cocaine, which produces euphoria and height-
ened arousal, blocks both norepinephrine and dopamine reuptake.
The tricyclic antidepressants that dominated psychiatry for decades all
worked, in part, by blocking norepinephrine reuptake.

Axelrod shared the 1970 Nobel Prize in Physiology or Medicine
with Ulf von Euler (who identified norepinephrine as the sympathetic
neurotransmitter) and Bernard Katz (who elucidated vesicular neu-
rotransmitter release). Together, their work established the modern
understanding of synaptic transmission: synthesis in the presynap-
tic terminal, vesicular storage, calcium-dependent release, receptor
binding, and reuptake for recycling or degradation.

The norepinephrine transporter (NET) that Axelrod’s work revealed
remains a drug target today. Atomoxetine, used for ADHD, is a selective
NET inhibitor. Duloxetine and venlafaxine, antidepressants classified
as SNRIs (serotonin-norepinephrine reuptake inhibitors), block both
SERT and NET. The reuptake mechanism Axelrod discovered half a
century ago still shapes how we treat arousal and mood disorders.

10.7 Arousal and Attention: The Gain Control Model

Let us consider more carefully what norepinephrine does to cortical
processing, because this reveals its fundamental computational role.

Think of neurons as having a certain baseline level of activity—
some background firing rate determined by their inputs and intrinsic
properties. Think of incoming signals as perturbations that may or may
not change this firing rate enough to influence downstream neurons.
The question is: what determines whether a signal “gets through”?

Norepinephrine modulates this by changing the gain of neural re-
sponses. In engineering terms, gain is the ratio of output to input: a
high-gain system produces large outputs from small inputs; a low-gain
system produces small outputs even from large inputs.

When norepinephrine activates beta receptors on cortical neurons, it
increases gain: neurons that are already receiving excitatory input be-
come more responsive, firing more strongly. But neurons receiving little
input do not increase their firing—the enhancement is multiplicative,
not additive. Strong signals become stronger; weak signals stay weak.
The result is increased signal-to-noise ratio: the important signals stand
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out more against the background.
This is what attention feels like from the inside. When you are

aroused and alert, relevant stimuli seem vivid and salient; irrelevant
stimuli fade into the background. When you are drowsy, everything
seems muted and distant, and it is hard to distinguish what matters
from what does not. Norepinephrine is the molecular basis of this shift.

You might ask: “How does norepinephrine know what the relevant
signals are?” It does not. Norepinephrine provides the gain control,
but relevance is determined by other systems—by task demands rep-
resented in prefrontal cortex, by emotional significance tagged by the
amygdala, by reward associations encoded through dopamine. Nore-
pinephrine boosts whatever signals are already strongest, regardless of
what made them strong.

This has implications for attention disorders. If norepinephrine
signaling is insufficient or poorly regulated, the gain control system fails.
All signals are processed at similar, moderate levels; nothing stands
out as particularly relevant. This is consistent with the phenomenology
of ADHD: difficulty focusing on one thing because many things seem
equally (un)salient.

10.8 ADHD: When the Dial Is Miscalibrated

You might ask: “Is ADHD a norepinephrine problem?”
Probably partly, though the full story involves dopamine as well.

The evidence converges from several directions.
Medications that effectively treat ADHD increase norepinephrine sig-

naling. Amphetamines and methylphenidate increase both dopamine
and norepinephrine by promoting release and blocking reuptake. Ato-
moxetine, which selectively blocks NET without affecting dopamine
directly, also helps ADHD—demonstrating that norepinephrine manip-
ulation alone can improve symptoms. And guanfacine, an alpha-2A
agonist that enhances noradrenergic function specifically in prefrontal
cortex, is used to treat ADHD even though it does not affect dopamine
at all.

Neuroimaging studies find abnormalities in locus coeruleus and
prefrontal cortex in ADHD. The LC shows altered size and signal
characteristics. Prefrontal regions that depend on norepinephrine for
optimal function show reduced activity during tasks requiring sus-
tained attention.

The phenomenology fits. ADHD involves difficulty sustaining at-
tention on one thing (the gain control problem), difficulty filtering out
irrelevant stimuli (also gain control), and difficulty regulating arousal
to match task demands. These are precisely what you would expect if
the noradrenergic system were miscalibrated.
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But ADHD is heterogeneous. Some patients respond well to stimu-
lants that increase both dopamine and norepinephrine; others respond
to selective norepinephrine agents; others respond poorly to medication
altogether. This suggests ADHD is not a single disease with a single
mechanism but a final common pathway reached by multiple routes.

Let us work through an example with numbers. A typical starting
dose of methylphenidate (Ritalin) is 5 to 10 mg, taken 2-3 times daily.
At therapeutic doses, plasma concentration reaches 8 to 12 ng/mL.
This corresponds to roughly 50-60% occupancy of dopamine and nore-
pinephrine transporters in the brain. The effect onset is 30 to 60 minutes;
duration is 3 to 4 hours for immediate-release formulations.

The effect on prefrontal function follows an inverted-U curve. At
the right dose, patients report improved focus, better working memory,
and enhanced ability to filter distractions. But at too high a dose,
they become overaroused: anxious, jittery, sometimes hyperfocused on
the wrong thing. The therapeutic window reflects the Yerkes-Dodson
curve—enough norepinephrine to optimize prefrontal function, not so
much that alpha-1 receptors engage and impair it.

10.9 Coffee, Adenosine, and the Brake on Arousal

You might ask: “How does caffeine make me alert, if norepinephrine is
the arousal molecule?”

Caffeine’s mechanism reveals something important about how the
arousal system is regulated.

Adenosine is a molecule that accumulates in the brain during waking.
It is a byproduct of ATP breakdown—when neurons are active and
burning energy, adenosine builds up. Adenosine acts on its own
receptors (A1 and A2A subtypes) to promote sleepiness: it inhibits
wake-promoting neurons and, critically, it inhibits the locus coeruleus.

The adenosine system is a brake on arousal. The longer you are
awake, the more adenosine accumulates, the stronger the inhibition
of the locus coeruleus, the drowsier you feel. Sleep clears adenosine,
lifting the brake and allowing the arousal system to function fully again.

Caffeine is an adenosine receptor antagonist. It binds to adenosine
receptors without activating them, blocking adenosine from binding.
This releases the brake. The locus coeruleus, no longer inhibited, fires
more readily. Noradrenergic tone increases. You feel more alert.

Note what caffeine does not do: it does not directly stimulate the
locus coeruleus or release norepinephrine. It simply removes an in-
hibitory influence that was accumulating due to wakefulness. This is
why caffeine cannot substitute for sleep indefinitely. The adenosine is
still there, still accumulating; you have just blocked your brain from
responding to it. When the caffeine wears off and adenosine recep-
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tors are suddenly unblocked, the accumulated adenosine produces a
“crash”—sudden, intense drowsiness.

This also explains caffeine tolerance. With chronic caffeine use,
the brain upregulates adenosine receptors—makes more of them—to
compensate for the blockade. Now you need more caffeine to achieve
the same effect. And if you stop caffeine abruptly, you have more
adenosine receptors than normal, all suddenly available for adenosine
to bind—producing the headaches and fatigue of caffeine withdrawal.

A typical cup of coffee contains 80 to 100 mg of caffeine. Plasma
half-life is 4 to 6 hours. Peak alerting effects occur at 30 to 60 minutes
post-consumption. At 200 mg (roughly two cups), most adenosine A2A
receptors are occupied. More than this provides diminishing returns
and increasing side effects—the jitteriness and anxiety of excessive
noradrenergic tone, even though no norepinephrine has been directly
released.

10.10 Chronic Hyperarousal: When the Lights Never Dim

You might ask: “What happens if the arousal system is stuck in high
gear?”

The answer is one of the most important phenomena in stress physi-
ology: the chronic hyperarousal that characterizes post-traumatic stress
disorder, generalized anxiety, and other conditions where the system
that evolved for brief emergencies remains activated for months or
years.

Consider what happens in PTSD. A traumatic event—combat, as-
sault, accident—produces a massive arousal response. This is adaptive
in the moment. But in PTSD, the locus coeruleus becomes sensitized. Its
baseline firing rate increases. Its threshold for phasic bursts decreases.
Stimuli that would normally produce mild arousal now trigger the full
emergency response.

The consequences follow from the receptor pharmacology. Chronic
high norepinephrine means chronic engagement of alpha-1 receptors
in prefrontal cortex. Prefrontal function is impaired: poor emotion
regulation, difficulty suppressing intrusive thoughts, impaired decision-
making. Meanwhile, chronic beta receptor activation in the amygdala
and hippocampus strengthens fear memories and fear conditioning.
New fears are learned too easily; extinction of old fears fails.

Subjectively, this is the hypervigilance of PTSD: the constant scanning
for threats, the exaggerated startle response, the exhausting feeling of
never being able to relax. The lighting technician has turned the lights
to maximum and lost the dimmer switch. Everything is too bright, too
sharp, too much.

The cardiovascular system suffers as well. Chronic sympathoadrenal
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activation means chronically elevated heart rate and blood pressure.
This increases the risk of cardiovascular disease—one reason trauma
survivors have elevated rates of heart disease even decades after the
traumatic events.

Let us trace the timeline of a PTSD patient hearing a loud noise—the
same car backfire we analyzed before.

The locus coeruleus, already firing at an elevated baseline of 3-5
Hz instead of the normal 1-2 Hz, receives the amygdala’s signal and
responds with an exaggerated burst: 8-12 spikes at 40-60 Hz instead of
the normal 4-8 spikes at 20-40 Hz. Norepinephrine release is roughly
doubled. Alpha-1 receptors, which would not normally engage at
moderate arousal, are strongly activated.

Prefrontal cortex goes offline more completely and for longer. The
patient cannot easily remind themselves that it was just a car, cannot
engage cognitive reappraisal strategies, cannot regulate the emotional
response. The amygdala, strongly potentiated by norepinephrine, initi-
ates a full threat response to what is objectively a non-threat.

Heart rate jumps to 130 instead of 100. Recovery is slower: instead
of returning to baseline in 10-15 seconds, heart rate remains elevated
for minutes. The subjective experience is not a brief startle but a wave
of terror that feels identical to the original trauma.

This is not weakness or malingering. This is a neurobiological system
that has been recalibrated by extreme experience and cannot easily
recalibrate back. Understanding the mechanism suggests treatment
targets: alpha-2 agonists like clonidine can reduce locus coeruleus
firing; beta blockers can reduce peripheral arousal symptoms; prazosin,
an alpha-1 antagonist, can reduce nightmares by blocking the receptor
that impairs prefrontal function during sleep.

10.11 Memory and Emotion: Why We Remember What Shocks
Us

Let us return to something mentioned in the startle timeline: nore-
pinephrine’s effect on memory.

There is a peculiar asymmetry in memory. We forget most of what
happens to us. What did you have for breakfast on an ordinary Tuesday
three years ago? Probably no idea. But you vividly remember your first
kiss, the moment you learned of a loved one’s death, where you were
during a shocking news event. Emotional memories persist; mundane
memories fade.

Norepinephrine is part of why.
When you experience an emotionally arousing event, the locus

coeruleus fires, and norepinephrine floods the hippocampus and amyg-
dala. Beta receptor activation in the hippocampus initiates signaling
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cascades—protein kinase A activation, CREB phosphorylation, gene
expression changes—that enhance long-term potentiation, the synaptic
mechanism of memory. Memories formed during arousal are more
strongly consolidated than memories formed during calm.

The amygdala plays a critical role. Norepinephrine in the amygdala
does not just process emotion; it also modulates hippocampal memory
consolidation. An activated amygdala tells the hippocampus: “This
is important. Remember this.” Block noradrenergic signaling in the
amygdala, and the enhanced memory for emotional events disappears,
even if the hippocampus itself is intact.

This explains the “weapon focus” phenomenon in eyewitness tes-
timony. A witness to an armed robbery may vividly remember the
gun—the source of threat, the focus of arousal—while poorly remem-
bering the perpetrator’s face, clothing, or escape route. Norepinephrine
enhanced memory for the emotionally salient central element while
peripheral details were encoded weakly.

You might ask: “If norepinephrine enhances memory, shouldn’t
trauma survivors have good memories? Why do PTSD patients often
have fragmented, confused recollections?”

Because the relationship is not linear. At extreme arousal levels, the
very mechanisms that usually enhance memory become dysregulated.
Extremely high norepinephrine can impair hippocampal function (those
alpha-1 receptors again), leading to poor encoding of context and
sequence while emotional intensity is preserved. The result is a memory
that is emotionally vivid but narratively fragmented—you remember
the terror without remembering exactly what happened or in what
order.

This has clinical implications. In the immediate aftermath of trauma,
some researchers have proposed using beta blockers to reduce memory
consolidation, potentially preventing PTSD. The evidence is mixed, but
the rationale follows directly from the neuroscience: block the receptors
that mediate arousal-enhanced memory, and the traumatic memory
may not consolidate as strongly.

10.12 What We Know and What We Do Not

Let us summarize honestly what the evidence supports about nore-
pinephrine and arousal.

The locus coeruleus-norepinephrine system regulates arousal. This
is well established. LC neurons fire in proportion to arousal state, NE
modulates cortical signal-to-noise, and pharmacological manipulation
of the system has predictable effects on alertness and attention.

There is an optimal level of arousal for performance. The Yerkes-
Dodson curve is real and has a molecular explanation in receptor phar-
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macology. Too little norepinephrine: insufficient gain, poor attention.
Too much: alpha-1 engagement, prefrontal impairment.

The sympathoadrenal and HPA systems are distinct. They co-
activate in stress but operate on different timescales with different
effects. Understanding which system is dysregulated in a given patient
matters for treatment.

Chronic hyperarousal is pathological. The arousal system evolved
for brief emergencies. When it remains activated chronically, the con-
sequences include impaired cognition, enhanced fear conditioning,
cardiovascular disease, and the subjective experience of anxiety disor-
ders and PTSD.

Norepinephrine modulates memory. Emotional memories are con-
solidated more strongly than neutral memories, in part because nore-
pinephrine enhances hippocampal and amygdala function during arous-
ing events.

What we do not fully understand:
Why does arousal feel like something? We can describe the circuitry,

the receptors, the dose-response curves. We cannot explain why activa-
tion of this system produces the subjective experience of alertness, of
vigilance, of the world suddenly snapping into focus.

How is arousal calibrated to circumstance? The locus coeruleus
integrates inputs from many sources, but we do not understand the
algorithm by which it decides how much arousal is appropriate. Why
does one person find public speaking terrifying while another finds it
merely engaging? The circuitry is similar; the calibration differs.

What goes wrong in different anxiety disorders? PTSD, general-
ized anxiety, panic disorder, social anxiety—they all involve arousal
dysregulation, but in different ways. The norepinephrine system is
clearly involved, but we cannot yet map specific circuit abnormalities
to specific diagnoses.

10.13 From Arousal to Balance

We have now surveyed the three classical monoamine systems. Dopamine
teaches, marking prediction errors and motivating action toward re-
wards. Serotonin modulates, setting the overall character of neural
processing like an orchestra conductor. Norepinephrine arouses, adjust-
ing the gain on the entire brain like a lighting technician.

But these modulators operate against a background of moment-to-
moment neural activity that depends on two other neurotransmitters:
glutamate and GABA. If the monoamines are the directors of the show,
glutamate and GABA are the performers—excitation and inhibition
in constant tension, doing the moment-to-moment work of neural
computation.
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Glutamate excites neurons, driving them toward firing. GABA in-
hibits neurons, preventing them from firing. The balance between them
determines the basic state of the brain: too much excitation and you
have a seizure; too much inhibition and you have coma. The brain
must maintain this balance precisely while still allowing it to shift
dynamically with changing demands.

You might ask: “If GABA and glutamate are just doing excitation
and inhibition, why do they matter for feeling?” Because feeling
states are brain states, and brain states are determined by this bal-
ance. The relaxation you feel after a drink of alcohol—GABA receptor
activation. The dissociation of ketamine—glutamate receptor block-
ade. The terror of a panic attack—loss of GABAergic inhibition in
fear circuits. Anxiety, calm, arousal, sedation—these are not produced
by the monoamines alone but by how the monoamines modulate the
fundamental excitatory-inhibitory balance.

The next chapter examines this balance: how GABA and glutamate
work, how drugs exploit their mechanisms, and what happens when
the balance tips in one direction or another. Where the monoamines
set the character of the performance, GABA and glutamate determine
whether there is a performance at all.

The arousal system has an elegant simplicity that the serotonin system lacked. A small nucleus with widespread projections. A clear
relationship between firing rate and arousal state. Receptor families with different affinities that create a dose-response curve mapping
onto the Yerkes-Dodson relationship. The lighting technician metaphor holds up well: norepinephrine determines how brightly the
neural stage is lit, what stands out and what fades into shadow, whether we are alert to what is happening or drowsing through
it. But simplicity of mechanism does not mean simplicity of consequence. The same system that sharpens attention in a focused
student can produce the hypervigilance of PTSD, the unfocused restlessness of ADHD, the racing heart of a panic attack. The dial that
should turn smoothly from drowsy to alert can get stuck, can overshoot, can lose calibration with circumstance. Understanding the
mechanism gives us targets for intervention but does not give us easy solutions. The lighting technician is part of a larger production,
and adjusting the lights alone cannot fix a broken play.





11
Balance and Inhibition

One glass of wine and you feel pleasantly relaxed. Your shoulders drop, your jaw unclenches, the background hum of
anxiety that you may not have noticed until it was gone subsides. Two glasses and you feel warmly sociable, perhaps a
bit too willing to share opinions you would normally keep to yourself. Three glasses and something has clearly changed:
your words slur, your balance wavers, your judgment has departed for the evening. Four or five glasses and you may not
remember what happened at all.

What is alcohol doing to your brain?

The answer involves the most fundamental aspect of neural function:
the balance between excitation and inhibition. Alcohol enhances GABA
receptors—the brain’s main inhibitory system—and suppresses gluta-
mate receptors—the brain’s main excitatory system. It tips the scales
toward inhibition across the entire brain. The subjective experience of
intoxication is, in neurochemical terms, the experience of having the
brain’s gain turned down.

GABA and glutamate do not receive the popular attention that
dopamine and serotonin enjoy. They are not “pleasure chemicals” or
“mood molecules” in the cultural imagination. But they are responsible
for most of what neurons actually do. Every thought you think, ev-
ery perception you form, every movement you execute emerges from
the interplay of glutamatergic excitation and GABAergic inhibition.
Dopamine and serotonin are modulators—conductors and lighting
technicians, to use the metaphors from previous chapters. GABA and
glutamate are the performers themselves, the musicians and actors
doing the moment-to-moment work.

This chapter examines the brain’s principal neurotransmitters—the
workhorses of neural signaling—and how their balance shapes every-
thing from seizure threshold to anxiety levels. We will encounter a
system elegant in its simplicity yet profound in its consequences, a
system that must be calibrated precisely for normal function and that,
when miscalibrated, produces some of the most dramatic pathologies
in medicine. We will also briefly introduce a third system, the endo-
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cannabinoids, that modulates this balance in surprising ways—though
we should note at the outset that the endocannabinoid system remains
less well understood than the GABA and glutamate systems, with
important questions still unanswered.

11.1 The Orchestra Itself

Let us establish a metaphor we will return to throughout this chapter.
In our discussion of serotonin, we compared that system to an orchestra
conductor—setting tempo and character without playing any particular
instrument. In our discussion of norepinephrine, we compared it to a
lighting technician—determining what stands out and what fades into
shadow. GABA and glutamate are the orchestra itself: the strings and
winds and brass and percussion that actually make the music.

Without the orchestra, the conductor has nothing to conduct. With-
out the performers, the lighting technician illuminates an empty stage.
Similarly, without GABA and glutamate, the modulatory neurotrans-
mitters have nothing to modulate. These systems are not optional
enhancements; they are the foundation of neural computation.

E/I Balance

Balance

E
Glutamate

I
GABA

Excess E:
Seizure

Excess I:
Coma

Normal
function

Figure 11.1: The excitation-inhibition
(E/I) balance. Normal brain function
requires precise balance between gluta-
matergic excitation (E) and GABAergic
inhibition (I). Tipping toward excitation
produces seizures; tipping toward inhibi-
tion produces sedation and coma.

The orchestra metaphor illuminates something else: the relationship
between these systems. An orchestra requires both melody and rhythm,
both strings and drums. It is not that one section is good and another
bad; it is that they must work together in proper proportion. Too much
percussion and the melody is lost; too much strings and the piece lacks
drive. The music emerges from the balance.

So it is with GABA and glutamate. Excitation is not “good” and
inhibition “bad,” or vice versa. They are complementary forces that
must be precisely calibrated. Too much excitation and neural activity
spirals out of control—this is a seizure. Too much inhibition and neural
activity ceases—this is coma. Ordinary consciousness exists in between,
the music emerging from the balance of forces.

We will return to this metaphor repeatedly. When we discuss
seizures, we are discussing a case where the percussion section has
drowned out everything else. When we discuss anesthesia, we are
discussing a case where the entire orchestra has stopped playing. When
we discuss anxiety, we may be discussing a case where the musicians
are playing too loudly and too fast, making errors that they would
not make at a more measured tempo. The music of the mind requires
balance.

11.2 When Inhibition Fails: A Seizure in Progress

Let us begin with failure, because failure reveals what normally remains
invisible.
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A generalized tonic-clonic seizure—what used to be called a grand
mal seizure—is one of the most dramatic events in medicine. A person
who was functioning normally seconds ago suddenly becomes rigid
(the tonic phase), then begins jerking violently (the clonic phase), loses
consciousness, may stop breathing, may lose bladder control. The
seizure typically lasts one to three minutes but feels eternal to observers.
Afterward, the person may be confused and exhausted for hours.

What is happening in the brain?
In essence, a seizure is a failure of inhibition. A group of neurons

begins firing synchronously, and instead of being suppressed by sur-
rounding inhibitory circuits, the activity spreads. In a generalized
seizure, this synchronous firing eventually involves the entire cortex.
Millions of neurons that should be doing different things—processing
vision over here, processing language over there, maintaining motor
control somewhere else—are all doing the same thing: firing together
in massive, synchronized volleys.

The electroencephalogram (EEG) signature is distinctive. Normal
EEG shows desynchronized activity—different neurons doing different
things, producing a complex, irregular signal. Seizure EEG shows
hypersynchrony—enormous, rhythmic waves as millions of neurons
fire together, rest together, fire together again. It is as if the orchestra,
which was playing a symphony with each section doing its own part,
suddenly began playing a single note in unison, over and over, as loudly
as possible.

You might ask: “What triggers this breakdown?”
The answer varies, but the mechanism is always the same: excitation

exceeds inhibition’s capacity to contain it. In a seizure focus—the point
where seizures originate—something has gone wrong with the normal
push-pull balance. Perhaps inhibitory interneurons are damaged or
reduced in number. Perhaps glutamatergic neurons are hyperexcitable,
responding too strongly to inputs. Perhaps the balance of receptors
has shifted, with more excitatory receptors or fewer inhibitory ones.
Perhaps astrocytes, which normally help regulate glutamate levels, are
not doing their job.

Whatever the initial cause, the dynamics are catastrophic. Excitatory
neurons fire and release glutamate. Neighboring neurons, excited by
this glutamate, fire in turn. Normally, this activity would recruit in-
hibitory interneurons that release GABA and terminate the spread. But
if inhibition is insufficient—too few interneurons, too little GABA, re-
ceptors that don’t respond strongly enough—the excitation propagates.
More neurons fire. More glutamate is released. The activity avalanches
across the cortex like a wildfire jumping firebreaks.

Anti-epileptic drugs work by restoring this balance: some enhance
GABA function (benzodiazepines, barbiturates, valproate), others re-
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duce glutamate function (lamotrigine, topiramate), and others reduce
neuronal excitability by other mechanisms (blocking sodium channels,
as with phenytoin and carbamazepine). The goal is always the same:
strengthen the firebreaks, help inhibition contain excitation.

Let us put numbers on the balance. The human cortex contains
roughly 16 to 20 billion neurons. About 80 percent are excitatory—
glutamatergic pyramidal cells that project to other brain regions. About
20 percent are inhibitory—GABAergic interneurons that regulate local
activity. The minority must contain the majority. How does one-fifth of
the neurons control four-fifths?

The answer involves connectivity and speed. Inhibitory interneu-
rons target many excitatory neurons each, and they act fast. A single
interneuron can suppress dozens or hundreds of pyramidal cells. More-
over, some interneurons are strategically positioned at key chokepoints
in cortical circuits—basket cells that target the cell bodies of pyramidal
neurons, chandelier cells that target the axon initial segments where
action potentials are generated. These interneurons don’t just inhibit;
they control.

The 80/20 ratio matters. Too few interneurons, or interneurons
that don’t function properly, and seizure risk increases. Some forms
of epilepsy involve mutations that affect interneuron development or
function. Dravet syndrome, a severe childhood epilepsy, results from
mutations in a sodium channel gene (SCN1A) that impairs interneuron
function more than pyramidal cell function—the inhibitory population
is still there, but it cannot do its job. The balance is that precise, and
that fragile.

11.3 Glutamate: The Excitatory Workhorse

Let us examine the excitatory side of the balance in detail.
Glutamate is the brain’s principal excitatory neurotransmitter. Every

cortical pyramidal cell, every hippocampal projection neuron, every
cerebellar granule cell—the vast majority of neurons in the brain release
glutamate. It is synthesized from glutamine by the enzyme glutam-
inase, stored in vesicles, released by calcium-dependent exocytosis,
and recycled via the glutamate-glutamine cycle between neurons and
astrocytes.

Glutamate acts through two broad classes of receptors, and under-
standing their differences is essential to understanding how excitation
works.

Ionotropic glutamate receptors are ligand-gated ion channels—proteins
that form a pore through the membrane and open when glutamate
binds. They produce fast excitation, on the timescale of milliseconds.

AMPA receptors (named for the synthetic agonist alpha-amino-3-
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hydroxy-5-methyl-4-isoxazolepropionic acid, which selectively activates
them) are the workhorses of fast excitatory transmission. They are
composed of four subunits (GluA1-4 in various combinations), and
when glutamate binds, the channel opens within microseconds, allow-
ing sodium ions to flow into the neuron and potassium ions to flow out.
The net effect is depolarization—the inside of the neuron becomes less
negative, moving it toward the threshold for firing an action potential.

AMPA receptors are fast: they open and close in a few milliseconds.
They are everywhere: virtually every excitatory synapse in the brain
uses them. And they are plastic: the number and properties of AMPA
receptors at a synapse can change with experience, forming part of the
basis for learning and memory.

You might ask: “If AMPA receptors do most of the fast excitation,
why do we need other glutamate receptors?”

This brings us to NMDA receptors (named for N-methyl-D-aspartate,
another selective agonist). NMDA receptors are slower and more
complex than AMPA receptors. They have a peculiar property: they
require both glutamate binding AND membrane depolarization before
they will open. At resting membrane potential, a magnesium ion sits in
the channel pore, blocking it. Even if glutamate binds, no current flows.
Only when the membrane is depolarized—typically by nearby AMPA
receptors opening first—does the magnesium block relieve, allowing
the channel to conduct.

This makes NMDA receptors coincidence detectors. They open
strongly only when two conditions are met simultaneously: presy-
naptic glutamate release (indicating input activity) and postsynaptic
depolarization (indicating that the postsynaptic neuron is already active
or receiving other inputs). When NMDA receptors open, they pass not
just sodium and potassium but also calcium. Calcium, unlike sodium,
is a signaling ion; it triggers intracellular cascades that change gene
expression and modify synaptic strength.

NMDA receptors are the molecular basis of Hebbian learning—the
principle that “neurons that fire together wire together.” When a
presynaptic neuron fires (releasing glutamate) while the postsynaptic
neuron is also active (providing the depolarization), NMDA receptors
open, calcium enters, and signaling cascades strengthen that synapse.
Memories are made this way.

Kainate receptors (GluK1-5 subunits) are the third ionotropic class.
They have more specialized roles, present at certain synapses, important
in certain circuits, but less dominant than AMPA and NMDA receptors
for most purposes.

Metabotropic glutamate receptors (mGluR1-8) are G-protein cou-
pled receptors with slower, modulatory effects. Some are presynaptic
and regulate glutamate release; others are postsynaptic and modulate
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neuronal excitability. They do not produce fast excitation the way
ionotropic receptors do; they tune and adjust the system.

11.4 GABA: The Inhibitory Counterweight

Let us now examine the inhibitory side of the balance.
GABA—gamma-aminobutyric acid—is the brain’s principal inhibitory

neurotransmitter. It is synthesized from glutamate by the enzyme glu-
tamic acid decarboxylase (GAD). This is biochemically elegant: the
inhibitory transmitter is made from the excitatory transmitter by re-
moving a carboxyl group. The same amino acid precursor, glutamate,
becomes either the signal that says “fire” or the signal that says “don’t
fire,” depending on which enzyme acts on it.

You might ask: “If GABA is made from glutamate, how does the
brain keep them separate?”

The answer is compartmentalization. Glutamate is everywhere, used
for protein synthesis and metabolism as well as neurotransmission. But
GAD, the enzyme that makes GABA, is expressed only in GABAergic
neurons. These neurons import glutamate (or its precursor glutamine),
convert it to GABA in their cytoplasm, package it into vesicles, and
release it at synapses. The transmitter identity of a neuron is determined
by which synthetic enzymes it expresses.

GABA acts on two receptor classes, and their differences matter
profoundly for pharmacology.

GABA-A receptors are ligand-gated chloride channels—the inhibitory
counterpart of ionotropic glutamate receptors. They are pentameric:
five protein subunits (drawn from alpha, beta, gamma, delta, epsilon,
pi, and rho families) assembled around a central pore. When GABA
binds, the channel opens and chloride ions flow through.

The direction of chloride flow depends on the chloride gradient,
which in mature neurons is maintained by transporters that keep intra-
cellular chloride low. When GABA-A receptors open, chloride flows
into the neuron, making the inside more negative—hyperpolarization.
This moves the neuron away from its firing threshold, making it less
likely to generate an action potential. The effect is fast—millisecond
timescale—and powerful.

GABA-A receptors are the target of an astonishing array of clinically
important drugs. Benzodiazepines (Valium, Xanax, Ativan), barbitu-
rates, alcohol, many general anesthetics (propofol, etomidate), and
some anticonvulsants all act on GABA-A receptors. They don’t bind to
the GABA site itself; they bind to allosteric sites—places on the receptor
protein that are distinct from where GABA binds—and they modulate
how the receptor responds to GABA.

Benzodiazepines increase the frequency of channel opening: when
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GABA binds, the channel opens more often. Barbiturates increase
the duration of opening: when GABA binds, the channel stays open
longer. Both enhance inhibition, but in slightly different ways. At high
enough concentrations, barbiturates can even open GABA-A channels
directly, without GABA present—which is why barbiturate overdose
can cause fatal respiratory depression while benzodiazepine overdose
alone typically does not.

GABA-B receptors are metabotropic, coupled to G-proteins. They
produce slower, longer-lasting inhibition by activating potassium chan-
nels (hyperpolarizing the neuron) and inactivating calcium channels
(reducing neurotransmitter release). Baclofen, a muscle relaxant used
for spasticity, is a GABA-B agonist.

11.5 A Historical Aside: The Contentious Identification of GABA

The identification of GABA as the brain’s principal inhibitory neuro-
transmitter was surprisingly contentious—a reminder that scientific
consensus often emerges more slowly and messily than textbook ac-
counts suggest.

In the 1950s, Ernst Florey, an Austrian-born neurophysiologist work-
ing in Canada, discovered that extracts from mammalian brain could
inhibit the activity of crayfish stretch receptor neurons. He named the
active substance “Factor I” (for inhibition) and suggested it might be an
inhibitory neurotransmitter. Other researchers soon identified Factor
I as gamma-aminobutyric acid, a simple four-carbon amino acid that
had been known to chemists for decades but not previously thought to
have a signaling role in the brain.

But leading neuroscientists were skeptical that GABA was really a
neurotransmitter in mammals. John Eccles, who would win the Nobel
Prize in 1963 for his work on synaptic transmission, initially argued that
synaptic inhibition in the spinal cord was electrical, not chemical. Even
after chemical inhibition was established, the identity of the transmitter
was debated. GABA was present in brain, but was it actually released
by neurons? Did it actually act on receptors? Or was it just a metabolic
intermediate, present for other reasons?

The definitive evidence came first from invertebrates. At the crus-
tacean neuromuscular junction, Edward Kravitz and colleagues showed
in the 1960s that GABA met all the classical criteria for a neurotrans-
mitter: it was present in inhibitory neurons, released upon stimulation,
mimicked the effect of nerve stimulation when applied directly, and
enzymes for its synthesis and degradation were present in the right
places.

Acceptance in the mammalian central nervous system took longer.
The neurons were smaller, the anatomy more complex, the techniques
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more difficult. It was not until the 1970s and 1980s that the full picture
emerged: GABAergic interneurons distributed throughout cortex and
hippocampus and cerebellum, GABA-A and GABA-B receptors with
distinct properties, the precise mechanisms of chloride channel gating.

The discovery of the benzodiazepine binding site in 1977 by Hanns
Mohler and Tohru Okada—working independently, they showed that
brain membranes contained specific, saturable binding sites for diazepam—
opened the door to understanding the molecular pharmacology of
anxiety. Valium had been in clinical use for over a decade; now, finally,
researchers understood where it bound and why it worked.

The full structural biology came even later. Cryo-electron microscopy
structures of GABA-A receptors, published in the 2010s, revealed ex-
actly where GABA binds, where benzodiazepines bind, and how these
sites communicate to modulate channel function. What Florey glimpsed
in the 1950s, we can now see in atomic detail.

11.6 A Synapse in Microseconds: Worked Example

Let us follow the timeline of inhibition at a single cortical synapse,
putting numbers on what has been abstract.

A GABAergic interneuron receives glutamatergic input and fires
an action potential. The action potential propagates down the axon
at approximately 0.5 to 2 meters per second—these are unmyelinated
axons, so conduction is relatively slow. The axon is perhaps a millimeter
long, so propagation takes roughly half a millisecond to a millisecond.

The action potential reaches the presynaptic terminal. Voltage-gated
calcium channels, concentrated at the active zone, open in response to
depolarization. Intracellular calcium concentration rises from approxi-
mately 100 nanomolar (the resting level) to 10 to 100 micromolar locally
near the channels. This thousand-fold increase triggers the SNARE
protein machinery to fuse vesicles with the plasma membrane.

Each synaptic vesicle contains approximately 5,000 GABA molecules.
Multiple vesicles may fuse in response to a single action potential,
depending on release probability at that synapse. Within about 1

millisecond of the action potential reaching the terminal, GABA is
released into the synaptic cleft.

The synaptic cleft is 20 to 30 nanometers wide—about a hundred-
thousandth of an inch. GABA diffuses across this gap in microseconds.
Local GABA concentration in the cleft briefly reaches the millimolar
range.

GABA binds to postsynaptic GABA-A receptors. The binding affinity
is in the micromolar range (approximately 10 to 30 micromolar for
the EC50, the concentration producing half-maximal response). At
millimolar cleft concentrations, receptors are saturated—essentially
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every receptor has GABA bound.
The GABA-A receptor—a pentameric chloride channel—opens within

microseconds of GABA binding. Chloride ions flow down their electro-
chemical gradient, typically into the neuron. (The intracellular chloride
concentration is maintained low by KCC2 transporters.) Each open
channel conducts approximately 25 to 30 picosiemens.

The resulting inhibitory postsynaptic current (IPSC) peaks within 1 to
2 milliseconds and decays with a time constant of 10 to 30 milliseconds,
depending on the subunit composition of the receptor. The peak current
from a single synaptic event is roughly 10 to 100 picoamperes.

This current hyperpolarizes the postsynaptic neuron by approx-
imately 0.5 to 2 millivolts at the soma—a small effect for a single
synapse. But a cortical pyramidal neuron receives inputs from hun-
dreds of interneurons. When multiple inhibitory synapses are active
simultaneously, the hyperpolarization can reach 5 to 10 millivolts, suffi-
cient to prevent action potential generation.

Meanwhile, GABA unbinds from receptors—the dwell time is ap-
proximately 1 to 2 milliseconds at saturating concentrations—and is
cleared from the cleft by transporters. GAT-1, primarily on neurons,
and GAT-3, primarily on astrocytes, pump GABA back out of the synap-
tic cleft. The reuptake time constant is roughly 1 to 10 milliseconds,
fast enough to prevent spillover to neighboring synapses.

The entire sequence—from presynaptic action potential to inhibition
of postsynaptic firing—takes approximately 2 to 5 milliseconds. This
is fast enough to track the dynamics of cortical activity and provide
moment-to-moment control of neural excitability.

11.7 Maintaining Balance: The E/I Ratio

You might ask: “How does the brain maintain this balance? If either
side gets slightly ahead, won’t it snowball?”

The brain employs multiple mechanisms, operating on different
timescales, to keep excitation and inhibition in proportion.

Feedforward inhibition: When excitatory input arrives at a corti-
cal circuit, it activates both excitatory pyramidal cells and inhibitory
interneurons. The interneurons, activated by the same input, then
suppress the pyramidal cells. This limits the duration and spread of
excitation: the excitatory volley recruits its own termination.

Feedback inhibition: When pyramidal cells fire, they excite in-
terneurons that then inhibit those same pyramidal cells. This creates
a negative feedback loop: the more a pyramidal cell fires, the more
inhibition it recruits against itself.

Homeostatic plasticity: Over hours to days, neurons adjust their
excitability and synaptic strengths to maintain stable activity levels. If
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excitation chronically exceeds inhibition, inhibitory synapses strengthen
and excitatory synapses weaken. If inhibition dominates, the opposite
adjustments occur. The system has a set point and returns to it.

Shunting inhibition: Some GABAergic synapses are positioned
strategically—on the cell body or axon initial segment, where action
potentials are generated. Activation of these synapses doesn’t just
hyperpolarize the neuron; it “shunts” excitatory currents, providing a
path for current to flow out of the cell rather than depolarizing it. This
is particularly powerful at controlling whether a neuron fires.

You might ask: “If there are so many safeguards, why do seizures
happen at all?”

Because the safeguards have limits. They can handle normal fluctua-
tions, but not extreme perturbations. High fever can increase neuronal
excitability beyond what inhibition can contain. Head trauma can dam-
age inhibitory interneurons. Genetic mutations can impair GABAergic
signaling from birth. Alcohol withdrawal, as we will discuss, can leave
the system temporarily unbalanced in a dangerous way. The safeguards
are good; they are not perfect.

11.8 Drugs That Tip the Balance

Let us examine what happens when we deliberately shift the E/I
balance pharmacologically, because the clinical and subjective effects
illuminate what GABA and glutamate normally do.

Alcohol enhances GABA-A receptor function and inhibits NMDA
receptor function—it pushes the balance toward inhibition on both
sides. At low doses, the effect is anxiolysis: the circuits that generate
anxiety, disinhibited by reduced inhibition, become less active. At
moderate doses, frontal cortex function is impaired: judgment wavers,
social inhibitions relax, risk assessment falters. At high doses, motor
coordination fails, speech slurs, memory formation stops working (the
hippocampus is particularly sensitive to alcohol). At very high doses,
the brainstem centers controlling breathing can be suppressed: alcohol
poisoning is lethal because it produces too much inhibition.

Benzodiazepines enhance GABA-A receptor function without af-
fecting glutamate. They are anxiolytic, sedative, muscle-relaxing, and
anticonvulsant—all effects of enhanced inhibition. At clinical doses,
they reduce anxiety and promote sleep. At higher doses, they cause
amnesia (especially for events during intoxication, called anterograde
amnesia). In overdose, they cause profound sedation but, unlike alcohol
or barbiturates, rarely fatal respiratory depression on their own—the
reason is that benzodiazepines only modulate GABA-A receptors, they
don’t directly activate them.

You might ask: “If benzodiazepines are relatively safe in overdose,



biology of experience 159

why the concern about benzodiazepine dependence?”
Because chronic use produces adaptation, and adaptation produces

withdrawal risk. The brain responds to chronically enhanced inhibition
by reducing its own inhibitory capacity: GABA-A receptors down-
regulate (fewer receptors on the cell surface), and excitatory systems
upregulate (more glutamate receptors, more excitatory synapses). The
system rebalances around the presence of the drug.

If you then remove the drug abruptly, the rebalanced system is
exposed: reduced GABAergic inhibition, enhanced glutamatergic exci-
tation. The E/I balance tips sharply toward excitation. The result can
be severe anxiety, tremors, insomnia—and in serious cases, withdrawal
seizures. People have died from benzodiazepine withdrawal because
the sudden shift toward excitation produces uncontrollable seizure
activity.

This is why benzodiazepines must be tapered gradually. The brain
needs time to re-adjust its set point, to upregulate GABA receptors and
downregulate glutamate receptors, to restore the balance without the
drug.

General anesthesia takes the GABA-enhancing principle to its logi-
cal endpoint. Propofol, the most commonly used intravenous anesthetic,
is a potent GABA-A receptor enhancer. At anesthetic doses, inhibition
is so strong that consciousness is abolished. The neural orchestra stops
playing; the lights go out.

But anesthesia is not simply “more sedation.” Something qualita-
tively different happens. The correlated activity across brain regions
that characterizes consciousness breaks down. Different parts of the
brain stop communicating with each other. This has led some re-
searchers to propose that consciousness requires not just activity but
integrated activity—patterns of excitation and inhibition that link brain
regions into a unified whole. Anesthesia disrupts this integration.

We do not understand why enhanced inhibition abolishes conscious-
ness. We can describe what happens—the EEG changes, the connectiv-
ity breaks down, the patient stops responding—but we cannot explain,
at a fundamental level, why turning down the gain produces the expe-
riential nothing of surgical anesthesia.

Ketamine works from the other side. It is an NMDA receptor an-
tagonist: it blocks glutamate’s action at NMDA receptors. You might
expect this to produce sedation, since you’re reducing excitation. At
high doses, it does produce anesthesia—ketamine was developed as an
anesthetic in the 1960s.

But at lower doses, ketamine produces something very different:
dissociation. Patients describe feeling disconnected from their bodies,
watching themselves from outside. Perception is distorted. At recre-
ational doses, there are frank hallucinations. The world feels unreal.
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This dissociation may occur because NMDA receptor blockade
doesn’t uniformly suppress all activity. It may preferentially affect
certain circuits, particularly those involving inhibitory interneurons
that use NMDA receptors. If inhibition is suppressed more than exci-
tation, the net effect can be increased, disorganized activity in some
regions even as other regions are quieted. The orchestra isn’t just
playing softly; it’s playing incoherently, different sections in different
keys.

Remarkably, ketamine has rapid antidepressant effects. A single
infusion can relieve depression within hours—far faster than traditional
antidepressants that take weeks. This has sparked intense research
interest, though the mechanism is not fully understood. One hypothesis
involves the increase in glutamatergic signaling that follows NMDA
blockade (a rebound effect), which may trigger synaptic plasticity and
strengthen weakened circuits.

11.9 Excitotoxicity: Too Much of a Good Thing

You might ask: “Can too much glutamate actually damage the brain?”
Yes, and this phenomenon—excitotoxicity—is one of the most im-

portant concepts in neurology.
During a stroke, blood flow to part of the brain is interrupted. De-

prived of oxygen and glucose, neurons cannot maintain their membrane
potentials. They depolarize. And when neurons depolarize, they release
glutamate.

The initial ischemia is bad enough, but what follows is worse. The
released glutamate activates NMDA receptors on neighboring neurons.
Calcium floods in—not the controlled calcium entry that triggers synap-
tic plasticity, but a pathological surge. Calcium activates enzymes that
damage cell membranes, mitochondria, and DNA. Neurons die.

These dying neurons release more glutamate. The process cascades
outward from the initial ischemic core, killing neurons in the surround-
ing penumbra that might otherwise have survived. Much of the brain
damage from stroke occurs not from the initial oxygen deprivation but
from this secondary excitotoxic wave.

This understanding has driven enormous research effort into neuroprotection—
drugs that could limit excitotoxic damage if given during or shortly
after a stroke. NMDA receptor antagonists, in animal models, can
reduce stroke damage dramatically. But clinical trials have been disap-
pointing. The reasons are multiple: the therapeutic window is narrow
(damage happens fast), the drugs have side effects (NMDA blockade is
not well tolerated in awake patients), and the human brain may differ
from rodent models in important ways.

Excitotoxicity is not unique to stroke. It contributes to brain damage
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after traumatic brain injury, after prolonged seizures (status epilepticus),
in some neurodegenerative diseases. Whenever neurons are stressed
or injured, glutamate release can turn a local insult into a spreading
catastrophe.

This is the dark side of having such a powerful excitatory transmitter.
Glutamate is necessary for neural function—you cannot think without
it. But the same receptors that mediate learning and memory can,
under pathological conditions, kill the neurons they are meant to serve.

11.10 Endocannabinoids: Feedback from Below

We cannot discuss excitation-inhibition balance without introducing a
system that modulates it in surprising ways: the endocannabinoids. We
should note, however, that this system is less well understood than the
GABA and glutamate systems we have discussed in detail. Important
questions about endocannabinoid function remain open, and some of
what follows is still being actively investigated.

In 1992, Raphael Mechoulam and colleagues discovered anandamide—
an endogenous molecule that binds to the same receptors as THC (the
psychoactive component of cannabis). This was startling: why would
the brain have receptors for plant compounds? The answer: the brain
makes its own cannabinoid-like molecules, and the plant compounds
happen to activate those receptors.

The endocannabinoids—primarily anandamide and 2-arachidonoylglycerol
(2-AG)—are unusual neurotransmitters in several ways.

First, they are retrograde messengers. Most neurotransmitters are
released from the presynaptic terminal and act on the postsynaptic
neuron. Endocannabinoids go backward: they are released by the
postsynaptic neuron in response to strong activation, travel back across
the synapse, and bind to CB1 receptors on the presynaptic terminal.
CB1 activation typically suppresses neurotransmitter release.

This creates a feedback loop. When a neuron is strongly activated—
by glutamate or other inputs—it releases endocannabinoids that tell
the presynaptic neuron to calm down. Endocannabinoids provide
“on-demand” inhibition precisely where activity is highest. It is as if
each neuron, when overwhelmed, could reach back and turn down the
volume on whoever was shouting at it.

Second, CB1 receptors are found on both glutamatergic and GABAer-
gic terminals. This means endocannabinoids can suppress either excita-
tion (by reducing glutamate release) or inhibition (by reducing GABA
release), depending on which synapses are most active. The net effect
depends on circuit details and brain state.

This may explain some of the paradoxical effects of cannabis. In
some people or contexts, it is relaxing—suppressing anxiety circuits,
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reducing excessive excitation. In others, it increases anxiety—perhaps
by suppressing GABAergic inhibition of anxiety circuits, disinhibiting
them. The effect depends on which synapses are most affected, which
depends on the current state of the brain and individual variation.

The endocannabinoid system regulates not just neural activity but
also pain perception, appetite, mood, and immune function. CB1

receptors are among the most abundant G-protein coupled receptors
in the brain, particularly concentrated in cortex, hippocampus, basal
ganglia, and cerebellum. Disrupting this system—through cannabis
use, through CB1 antagonist drugs, or through genetic variation—has
wide-ranging effects.

Let us be honest about uncertainty here. We know less about the
endocannabinoid system than about GABA and glutamate. The ret-
rograde signaling mechanism is established, but the details of how
endocannabinoids are synthesized, released, and degraded are still
being worked out. The subjective effects of cannabis are variable and
hard to predict, suggesting we do not fully understand how the system
operates in different brain states.

11.11 Anxiety as E/I Imbalance?

Let us consider how these mechanisms might relate to a subjective state
we have mentioned repeatedly: anxiety.

Benzodiazepines, which enhance GABA-A receptor function, are
effective anxiolytics. This suggests that anxiety involves, at some level,
insufficient inhibition. But the relationship is more complex than
“anxiety = not enough GABA.”

You might ask: “Are anxiety disorders simply problems with GABA
systems?”

The answer is: probably sometimes, in some people, but not simply.
Benzodiazepines treat the symptoms of anxiety effectively, but this
does not mean anxiety is caused by a GABA deficiency any more than
headaches are caused by an aspirin deficiency. Symptomatic treatment
and underlying cause can be quite different things.

Some evidence does suggest altered GABAergic function in anxiety
disorders. Neuroimaging studies have found reduced GABA levels in
certain brain regions in patients with generalized anxiety disorder or
panic disorder. Genetic variations in GABA-A receptor subunits are
associated with anxiety traits in some populations. But these findings
are inconsistent across studies, and the effect sizes are small.

More likely, anxiety reflects dysfunction in specific circuits—particularly
circuits involving the amygdala and its connections with prefrontal
cortex—that happen to use GABA as one of their transmitters. The
problem is not too little GABA everywhere but rather a failure of
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GABAergic inhibition at key points in fear and worry circuits.
Consider what anxiety feels like: racing thoughts, difficulty control-

ling worry, hypervigilance to threat. These are phenomena of excessive
activation in specific circuits, not global GABA deficiency. The orchestra
isn’t too soft everywhere; certain sections are playing too loud and too
fast, drowning out the rest.

This is why cognitive-behavioral therapy can be as effective as medi-
cation for many anxiety disorders. You are not correcting a chemical
imbalance; you are retraining circuits. You are teaching the prefrontal
cortex to better regulate the amygdala, strengthening inhibitory con-
nections that were weak. The mechanism of change is different from a
pill, but the end point—better E/I balance in anxiety circuits—may be
similar.

11.12 At the Edge of Chaos: A Philosophical Reflection

Let us step back and consider what the E/I balance reveals about how
the brain is built.

The brain operates near a critical point—the edge between order and
chaos. Too much order (too much inhibition) and nothing happens: the
brain is silent, frozen, incapable of responding to inputs or generating
outputs. Too much chaos (too much excitation) and everything happens
at once: a seizure, undifferentiated noise, all signal lost in the storm.

Neural computation requires a precise balance. The system must
be unstable enough that activity can propagate, patterns can form,
information can be processed. But it must be stable enough that activity
can be controlled, patterns can be terminated, the system can return to
baseline when the computation is complete. This is not a comfortable
place to be—it is inherently precarious.

This precariousness may be necessary. There is theoretical work sug-
gesting that systems near criticality—the boundary between order and
chaos—have maximal computational capacity. They have the largest
“dynamic range,” able to respond to both weak and strong inputs.
They have the longest “correlation length,” allowing information to
spread across the system. They have the most “degrees of freedom,”
supporting the richest repertoire of patterns.

If this is correct, the E/I balance is not just a quirk of neural bio-
chemistry. It is a fundamental design constraint. The brain evolved
to operate near the edge of instability because that is where the most
sophisticated computation can occur. The cost is fragility: a system at
the edge of chaos is always at risk of tipping over into chaos itself.

The subjective correlate is interesting to contemplate. Sedation and
coma lie on one side—consciousness dims, thoughts slow, eventually
the lights go out entirely. Seizures and psychotic agitation lie on the
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other—consciousness becomes fragmented, thoughts race incoherently,
experience dissolves into disconnected fragments. Ordinary conscious-
ness exists in between, the delicate product of inhibition and excitation
in precise proportion.

We do not know why this balance should feel like anything at all.
We can describe the circuits, the receptors, the dose-response curves.
We cannot explain why activation of GABA-A receptors produces the
subjective experience of relaxation, why glutamate-driven excitation
produces the felt quality of alertness, why the balance between them
constitutes the baseline of ordinary awareness.

This is the hard problem of consciousness, appearing in a new guise.
We understand the mechanism of E/I balance in great detail. We have
no idea why there is something it is like to be a brain in E/I balance.

11.13 What We Know and What We Do Not

Let us summarize honestly what the evidence supports.
Glutamate and GABA are the brain’s principal neurotransmitters.

This is firmly established. They account for the vast majority of synaptic
transmission. Understanding them is prerequisite to understanding
how the brain works at the circuit level.

The E/I balance must be maintained within narrow limits. Seizures
represent failure toward excitation; sedation and coma represent failure
toward inhibition. The brain has multiple mechanisms to maintain
balance, but they can be overwhelmed.

Many clinically important drugs work through these systems. Ben-
zodiazepines, barbiturates, alcohol, anesthetics, anticonvulsants—the
pharmacology of GABA-A receptors alone underlies much of neurology
and psychiatry.

Excitotoxicity contributes to brain damage. In stroke, trauma, and
prolonged seizures, excessive glutamate release kills neurons through
calcium overload.

The endocannabinoid system provides retrograde modulation. En-
docannabinoids allow postsynaptic neurons to regulate their own in-
puts, though many details remain unclear.

What we do not fully understand:
How does E/I balance relate to subjective states? We know that tilting the

balance changes how we feel: anxiety, relaxation, sedation, agitation.
We do not know why the balance should feel like anything, or why
different balances feel different ways.

What distinguishes anxiety disorders at the circuit level? We know
GABAergic enhancement reduces anxiety symptoms. We do not know
exactly where in which circuits the critical E/I imbalances occur in
generalized anxiety versus panic disorder versus social anxiety.
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How does the brain calibrate its set point? Homeostatic plasticity main-
tains E/I balance over time, but we do not fully understand how the
set point is determined or why it differs between individuals.

Why does ketamine have rapid antidepressant effects? This is among
the most intriguing findings in recent psychopharmacology, but the
mechanism remains unclear despite intense research.

11.14 Toward Integration

We have now surveyed the major neurotransmitter systems relevant to
feeling: dopamine for reward and motivation, serotonin for mood and
temperament, norepinephrine for arousal and attention, GABA and
glutamate for the fundamental balance on which everything else rides.

But in actual brains, these systems do not operate in isolation. A
single emotional episode involves all of them simultaneously. Fear
activates the amygdala (glutamate), recruits the locus coeruleus (nore-
pinephrine), engages the HPA axis (CRH, ACTH, cortisol), shifts auto-
nomic balance (sympathetic activation, parasympathetic withdrawal),
alters dopamine signaling (motivating escape or avoidance), modulates
serotonergic tone, and changes the E/I balance in prefrontal circuits
that regulate the entire response.

How do we understand feelings when they emerge from the interac-
tion of all these systems simultaneously? How do circadian rhythms,
sleep pressure, hormonal state, and neurotransmitter tone combine to
produce the subjective texture of waking up on a Monday morning ver-
sus a Saturday morning? How does the stress response recruit so many
systems in coordination, and what happens when that coordination
breaks down?

These questions require thinking about systems in concert, not sys-
tems in isolation. The orchestra metaphor is apt: we have now met the
individual instruments, but we have not yet heard the symphony.

The next chapter takes up this challenge. We examine how the
systems we have studied work together in real physiological situations:
the integrated response to acute stress, the complex neurochemistry of
bonding and attachment, the coordinated changes of the sleep-wake
cycle. We will find that the whole is quite different from the sum of its
parts, and that understanding integration is essential to understanding
how biology makes us feel.

The E/I balance is simultaneously simple and profound. Simple because it reduces to a ratio: excitation versus inhibition, glutamate
versus GABA, firing versus not firing. Profound because this ratio determines the difference between consciousness and coma, between
coherent thought and seizure, between ordinary anxiety and paralyzing terror. We tend to think of neurotransmitters as messengers
carrying specific information—dopamine signals reward, serotonin signals safety, norepinephrine signals attention. But GABA and
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glutamate do not carry information in this sense; they determine whether information can be carried at all. They are not the message;
they are the medium. Without the balance they maintain, the modulatory systems would have nothing to modulate. Without the
orchestra playing in tune, the conductor would have nothing to conduct. The brain’s gain control operates continuously, invisibly,
keeping the system at the edge of chaos where computation can occur. When it works, we do not notice it—just as we do not notice the
orchestra’s tuning when the music sounds right. When it fails, the results are dramatic and often tragic: the spreading electrical storm
of a seizure, the terrifying rebound of benzodiazepine withdrawal, the creeping damage of excitotoxic injury. Understanding this
balance does not explain why consciousness arises from it, but it does reveal the precarious foundation on which conscious experience
is built.



12
Systems in Concert

You wake suddenly at 3 AM. There was a noise downstairs—a thud, something falling, or perhaps a door. You lie
motionless, heart pounding, ears straining. In that first thirty seconds, before you have decided anything, before you
have even fully assembled a coherent thought, your body has already mounted a response involving nearly every system
we have discussed in this book.

Your amygdala, receiving fast sensory input via the thalamus, has activated before you are consciously aware of
fear. Norepinephrine floods from the locus coeruleus, sharpening attention. The sympathetic nervous system accelerates
your heart, dilates your pupils, redirects blood from digestion to skeletal muscles. CRH is being released from your
paraventricular nucleus, beginning the slower HPA cascade. Your circadian system—currently in its cortisol trough—is
fighting this sudden demand for alertness. The orexin neurons in your lateral hypothalamus are firing, stabilizing
wakefulness despite the sleep pressure that should keep you unconscious. Dopaminergic circuits are computing threat
probabilities and potential actions. GABAergic inhibition is being lifted in motor areas, preparing you to move if
necessary.

All of this happens before you have decided whether to investigate, call out, or lie still and listen. All of this happens
in systems we have spent eleven chapters examining separately.

Here is the puzzle we now face: we have taken the machinery of feel-
ing apart, piece by piece, understanding each system in isolation. The
HPA axis has its negative feedback loops. The autonomic nervous sys-
tem has its sympathetic and parasympathetic branches. The circadian
clock has its molecular oscillators. Dopamine signals prediction error;
serotonin modulates mood; norepinephrine controls arousal; GABA
and glutamate maintain the fundamental balance on which everything
else rides.

But you do not experience these systems separately. You experience
fear, or relief, or the drowsy satisfaction of a lazy morning. The experi-
ence is unified even though the machinery is distributed. How do the
pieces work together? How does an orchestra of distinct instruments
produce a single symphony?

Let us think of the body’s regulatory systems the way we might think
of an actual orchestra. Each section—strings, winds, brass, percussion—
has its own part, its own timing, its own role in the whole. The first
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violins and the timpani are doing quite different things. Yet when the
symphony succeeds, we do not hear violins plus timpani plus oboes;
we hear music. The integration happens not in any single instrument
but in the relationships between them, in their coordination across time.

We will return to this metaphor throughout the chapter. It captures
something important: the systems we have studied are like instruments
that must play together. When they coordinate well, the result is a
coherent physiological state—alertness, relaxation, focused attention.
When they fall out of synchrony, the result is dysfunction, the biological
equivalent of an orchestra in which the percussion section is playing in
a different key.

12.1 Waking Up: A Symphony in Five Minutes

Let us trace a less dramatic transition than the 3 AM alarm—the or-
dinary experience of waking up in the morning. This involves nearly
every system we have studied, coordinated across timescales from
seconds to hours.

Think of the orchestra metaphor. The morning wake transition is not
a single chord struck suddenly but a gradual development, different
sections entering at different times, building toward full alertness. Let
us follow the score.

Hours before waking (the overture): Your circadian system has
been preparing for this. The SCN, your master clock, began sending
signals to the adrenal cortex around 4 AM. Cortisol levels, which
reached their nadir around 2 AM at perhaps 5 ng/mL, have been
climbing steadily. By 6 AM—if you habitually wake at 7—cortisol has
risen to 12–15 ng/mL, roughly three times its nighttime trough. This
is not a response to anything external; it is anticipation, the circadian
system predicting that you will need to be alert soon.

Simultaneously, the balance of sleep-promoting and wake-promoting
circuits has been shifting. Your final REM period may last 30–40 min-
utes, longer than any earlier in the night. The homeostatic sleep pres-
sure that accumulated during yesterday’s waking has largely dissipated
through the night’s slow-wave sleep. The flip-flop switch is poised to
tip.

0–10 seconds (the first notes): Your alarm sounds, or perhaps just
the growing morning light penetrates your eyelids. Sound or light
activates the reticular activating system in your brainstem. The lo-
cus coeruleus, which has been relatively quiet during sleep, begins
firing. Norepinephrine release increases sharply—pupillometry studies
show pupil dilation within seconds of awakening, a reliable marker of
noradrenergic activity.
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Figure 12.1: Overlapping timescales dur-
ing the wake transition. Norepinephrine
increases within seconds, autonomic shift
over minutes, cortisol continues rising
for 20–30 minutes. The systems are stag-
gered, each contributing to the overall
transition.

10–60 seconds (the transition): The flip-flop switch tips. This is the
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critical moment when the mutual inhibition between wake-promoting
and sleep-promoting circuits resolves into a stable wake state. The ven-
trolateral preoptic area (VLPO), which has been inhibiting the arousal
nuclei all night, is now itself inhibited. The orexin neurons in the
lateral hypothalamus fire strongly, stabilizing the new state. This is
why you do not hover between sleep and wake—the switch is bistable,
intermediate states are unstable.

Your muscle tone increases. The paralysis of REM (if you were in
REM) releases. You can move again.

1–3 minutes (building momentum): The sympathetic nervous sys-
tem engages more fully. Heart rate rises from a sleeping average of
perhaps 55–60 bpm toward a waking average of 70–75 bpm. Blood
pressure increases by 10–20 mmHg—this “morning surge” is why car-
diovascular events peak in the early morning hours. Your pupils dilate
slightly. Blood flow shifts from visceral organs toward skeletal muscles.

Dopaminergic activity in the VTA begins increasing, contributing to
the motivation that eventually gets you out of bed rather than falling
back asleep.

3–30 minutes (the full orchestration): You begin to feel genuinely
alert. The cortisol awakening response (CAR) peaks 20–30 minutes
after waking—an additional 50–75% increase above pre-awakening
levels. This peak, which may reach 20–25 ng/mL, represents full HPA
engagement with the waking state.

Your circadian clock sends strengthening alerting signals. The adeno-
sine that accumulated during yesterday’s waking has been cleared
during sleep; the homeostatic drive is low. For the first time in 24 hours,
both processes—circadian and homeostatic—are aligned in favor of
wakefulness.

You might ask: “Why does waking up sometimes feel effortful if all
these systems are working together?”

Because the coordination is not always perfect. If you wake during a
circadian trough (as happens with early alarms or jet lag), the circadian
system opposes the transition even as other systems try to drive it. If
you have sleep debt, the homeostatic pressure fights the arousal signals.
If your cortisol rhythm is flattened from chronic stress, the anticipatory
preparation is blunted. The symphony can be ragged, the instruments
not quite aligned.

What we call “sleep inertia”—that grogginess in the first minutes
after waking—may represent the interval during which the systems are
still coordinating, the orchestra still finding its collective tempo.
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12.2 Principles of Multi-System Integration

How do these systems coordinate without a central conductor? The
brain has no equivalent of a maestro standing at the podium, telling
the HPA axis when to activate and the autonomic system when to shift.
Yet the coordination happens. Several principles help explain how.

Principle 1: Hierarchical organization with distributed implemen-
tation.

Let us develop this carefully. The SCN sits near the top of a circadian
hierarchy—it coordinates peripheral clocks in the liver, heart, adrenal
glands, and other tissues. But it does not micromanage. Peripheral
clocks can sustain rhythms briefly even if the SCN is destroyed; they
just gradually fall out of synchrony with each other. The hierarchy
provides coherence while allowing local adaptation.

Similarly, the hypothalamus coordinates autonomic, endocrine, and
behavioral responses to threats. But the brainstem handles the details
of cardiovascular regulation without requiring moment-by-moment
hypothalamic input. The prefrontal cortex can modulate amygdala
activity, but the amygdala can respond to threats even without cortical
involvement.

Think of our orchestra again. The conductor sets tempo and dynam-
ics, but does not tell each violinist which finger to place on which string.
The hierarchy provides coherence; the implementation is local. This
allows rapid responses (brainstem reflexes) while maintaining strategic
coordination (hypothalamic and cortical control).

Principle 2: Overlapping timescales prevent conflicts.
The systems operate on different timescales: autonomic responses

in seconds, catecholamine effects in minutes, cortisol actions in tens
of minutes to hours, circadian processes across the day. This temporal
segregation reduces conflicts. You do not have to choose between
sympathetic activation (immediate) and HPA activation (sustained)—
you do both, and they serve complementary functions in the same
response.

Consider the stress response again. In the first seconds, nore-
pinephrine sharpens attention and sympathetic activation prepares
muscles. Over minutes, these effects are sustained and amplified. Over
tens of minutes, cortisol mobilizes glucose and suppresses inflamma-
tion. Over hours, cortisol’s genomic effects adjust protein synthesis.
Each timescale addresses different needs; they are orchestrated, not
competitive.

Principle 3: Shared targets create integration points.
Consider the amygdala. It receives noradrenergic input from the

locus coeruleus, dopaminergic input from the VTA, serotonergic input
from the raphe nuclei, and direct sensory information from the thala-
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mus. It receives interoceptive information about current body state. It
contains glucocorticoid receptors, so it is sensitive to circulating cortisol.
And it contains receptors for oxytocin, which we will discuss shortly.

The amygdala is thus a convergence point where multiple systems
meet. Its output depends not on any single input but on the combi-
nation. High cortisol changes how the amygdala responds to nore-
pinephrine. Current autonomic state, sensed via interoceptive input,
influences how threatening stimuli are processed. High serotonergic
tone may dampen amygdala reactivity; low serotonergic tone may
enhance it.

This convergence is repeated throughout the brain. The prefrontal
cortex, the insula, the hypothalamus, the brainstem nuclei—all receive
inputs from multiple systems. Integration happens not in any master
controller but at these intersection points, where information from
different systems is combined.

Principle 4: Feedback loops create stability and instability.
The HPA axis has its negative feedback loop: cortisol inhibits CRH

and ACTH release, preventing runaway activation. But this feedback
has delays. Cortisol takes hours to exert its full genomic effects on
CRH transcription. During acute stress, the system can escalate before
feedback kicks in.

Cross-system interactions create additional feedback, both positive
and negative. Sympathetic activation increases cortisol release directly,
via splanchnic innervation of the adrenal cortex—a positive feedback
that amplifies stress responses. GABAergic inhibition in the hypothala-
mus provides a brake. Cortisol, acting on hippocampal glucocorticoid
receptors, can inhibit further HPA activation—but if those receptors are
downregulated by chronic stress, the brake fails.

The balance of these feedbacks determines whether responses are
proportionate or excessive, whether the system returns to baseline or
spirals into sustained activation.

Principle 5: State-dependent processing.
The same input produces different outputs depending on system

state. A neutral face presented during high sympathetic arousal (after
exercise or caffeine) is rated as more threatening than the same face
during parasympathetic dominance. The face has not changed; the
interpreting system has.

You might ask: “This seems obvious—of course context matters. But
why is it a principle of integration?”

Because it means the systems do not just sum their effects; they
multiply them. Norepinephrine does not simply add alertness on top
of whatever else is happening; it changes how every other signal is
processed. Cortisol does not simply add metabolic mobilization; it alters
the threshold for amygdala activation, changes memory consolidation,
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modifies immune function. The systems interact nonlinearly, which is
why predicting combined effects from individual system properties is
so difficult.

12.3 Cannon’s Emergency Response

Let us pause for a historical aside that illuminates how these principles
were first recognized.

Walter Cannon, working at Harvard in the 1910s and 1920s, was
perhaps the first physiologist to study multi-system integration seri-
ously. His experimental setup was direct—ethically questionable by
modern standards, but characteristic of the era. He would restrain cats,
present them with a barking dog, and measure what happened to their
physiology.

What he found was not a single response but a pattern: heart rate
increased, blood pressure rose, blood glucose elevated, digestion halted,
pupils dilated, blood flow shifted to skeletal muscles. All of this hap-
pened before the cat had done anything. The response was anticipatory,
preparing the body for action that might or might not be needed.

Cannon recognized that these were not independent reactions—they
formed a coherent pattern he named the “fight or flight” response.
More importantly, he recognized that the sympathetic nervous system
and adrenal medulla worked together, releasing epinephrine and nore-
pinephrine in a coordinated surge. The systems were coupled, not
merely coincident.

But Cannon made a further conceptual leap. In a series of papers
in the 1920s, culminating in his 1932 book The Wisdom of the Body, he
introduced the term “homeostasis”—the tendency of biological systems
to maintain stable internal conditions despite external perturbations.
The fight-or-flight response was not just a reaction to threat; it was part
of homeostatic regulation. Mobilizing energy reserves, shifting blood
flow, heightening alertness—these were not departures from normal
function but ways of maintaining the organism’s ability to survive.

This insight—that arousing the body is part of maintaining it—
remains fundamental. The systems we have discussed do not just
respond to the world; they regulate internal states, and responding to
the world is part of that regulation. Cannon saw this nearly a century
ago, in cats facing barking dogs. We have since filled in the molecular
details, but the conceptual framework endures.

12.4 Social Bonding: Integration in a Positive Key

We have focused on stress responses—the systems mobilizing for threat.
But integration also occurs in positive states. Let us examine a case
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study that involves hormones we have not yet discussed in detail: the
physiology of mother-infant bonding.

A mother holds her newborn infant skin-to-skin immediately after
birth. What happens in her physiology?

Oxytocin: Plasma oxytocin levels in the mother are already elevated
from labor and delivery—perhaps 100–200 pg/mL, compared to a
baseline of roughly 5 pg/mL. Physical contact, particularly skin-to-skin,
triggers further release via tactile afferents. Microdialysis studies in
animal models show central oxytocin release in the nucleus accumbens
and other reward-related regions during maternal-infant interaction.

You might ask: “Isn’t oxytocin the ‘love hormone’?”
This label captures something real but dramatically oversimplifies.

Oxytocin does facilitate social bonding, maternal behavior, and trust—
in some contexts, in some species, at some doses. But it also increases in-
group favoritism and out-group hostility. It enhances memory for social
threats, not just social rewards. It can increase anxiety in unfamiliar
social situations. The same molecule that promotes bonding between
mother and infant may promote aggression toward perceived threats to
that bond.

Oxytocin is better understood as a social salience hormone. It intensi-
fies whatever social processing is already occurring. In a safe context
with a bonding partner, it enhances bonding. In a threatening context
with an outsider, it may enhance defensiveness or aggression. The label
“love hormone” misses this bidirectionality entirely.

Let us continue with our case study.
Dopamine: The dopaminergic system is simultaneously engaged.

Functional imaging studies show activation of the nucleus accumbens
and ventral tegmental area when mothers view images of their own
infant versus unfamiliar infants. The infant’s face has acquired incentive
salience—it has become a reward. Blocking dopamine receptors in
animal models impairs maternal behavior.

Autonomic state: The mother’s autonomic state shifts toward parasym-
pathetic dominance. Heart rate variability increases, indicating vagal
tone. Blood pressure decreases. The relaxation response is not inci-
dental to the hormonal changes—it is coupled to them. Oxytocin has
direct effects on cardiac vagal tone; dopaminergic reward signals are
associated with parasympathetic activity.

Interoception: The mother is aware of her body state—the feeling
of calm, the warmth where the infant rests, the slowing of her heart.
This interoceptive information contributes to the subjective experience
of bonding, though we cannot say precisely how.

Here are some numbers. In one study, mothers showed plasma
oxytocin of 280 ± 90 pg/mL during skin-to-skin contact, compared to
110 ± 50 pg/mL during separation. Heart rate variability (RMSSD, a
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measure of parasympathetic activity) was 45 ± 12 ms during contact
versus 32 ± 10 ms during separation. The correlations between oxytocin
and HRV in individual mothers were modest (r ≈ 0.3), reminding us
that the systems are related but not perfectly coupled.

The lesson is that positive states, like stress states, involve multi-
system coordination. The feeling of bonding is not produced by oxy-
tocin alone, or by dopamine alone, or by autonomic calm alone, but by
their concert. The orchestra plays together.

12.5 The Orexin Connection

Let us return to a system we mentioned in Chapter 7 but did not fully
develop: the orexin neurons of the lateral hypothalamus. These 70,000

neurons—a tiny fraction of the brain’s 86 billion—turn out to be critical
integration points for multiple regulatory systems.

Orexin neurons receive inputs from:

• The circadian system (SCN projections)

• Metabolic sensors (glucose and leptin levels)

• The limbic system (amygdala, bed nucleus of the stria terminalis)

• The brainstem arousal nuclei

And they project to:

• The locus coeruleus (norepinephrine)

• The raphe nuclei (serotonin)

• The tuberomammillary nucleus (histamine)

• The ventral tegmental area (dopamine)

• The cortex (direct arousal)

This connectivity pattern makes orexin neurons integration points
par excellence. They receive information about circadian phase, en-
ergy status, and emotional state; they broadcast to essentially every
major arousal system in the brain. They are positioned to coordinate
wakefulness with metabolic need and emotional state.

You might ask: “Why would evolution put so much control in such
a small population of neurons?”

Because having a common node that integrates multiple inputs is
efficient. Rather than each arousal system independently monitoring
circadian phase, energy status, and emotional state, they can all re-
ceive coordinated signals from orexin neurons. The orexin system is
like a section leader in the orchestra—not the conductor, but a node
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that coordinates between the conductor’s signals and the individual
musicians.

The consequences of losing orexin neurons are dramatic: narcolepsy,
with its intrusion of sleep into waking, waking into sleep, and REM-
related phenomena (cataplexy) into waking movement. Without the
integrating node, the systems fall out of coordination. The orchestra
plays, but the sections no longer agree on when to start and stop.

Multi-System Integration: A Threat Response
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Figure 12.2: Temporal cascade of a stress
response. The amygdala and locus
coeruleus respond within seconds; sym-
pathetic activation follows within tens of
seconds; the HPA cascade unfolds over
minutes to hours. Each system has a char-
acteristic timescale, and the staggered ac-
tivation ensures both rapid response and
sustained support. The arrows indicate
causal connections between systems.

12.6 Five Principles Revisited

Let us consolidate what we have learned into explicit principles, because
naming them helps us think with them.

First: Hierarchy without central control. There is no master con-
ductor. The SCN coordinates circadian rhythms; the hypothalamus
coordinates stress responses; the prefrontal cortex modulates emotional
reactions. But these are not controllers in the engineering sense—they
are nodes with more connections, section leaders rather than conduc-
tors. Coordination emerges from the pattern of connections, not from
any single point of command.

Second: Temporal segregation. Systems operating on different
timescales can all contribute to the same response without interfering
with each other. Norepinephrine sharpens attention in seconds; cortisol
mobilizes energy over hours. They serve complementary functions, and
their different speeds mean they do not compete for control.
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Third: Convergence at integration points. The amygdala, the hy-
pothalamus, the insula, the prefrontal cortex—these structures receive
inputs from multiple systems and integrate them. The output is not
a sum of inputs but a function of their combination. This is where
context-dependence arises: the same input produces different outputs
depending on what other inputs are present.

Fourth: Feedback loops at multiple levels. The HPA axis has its
negative feedback; the autonomic system has its baroreflex; sleep pres-
sure builds and dissipates. These feedbacks maintain stability, returning
systems to baseline after perturbation. But the feedbacks interact, and
disrupting one can destabilize others.

Fifth: State-dependent processing. The current state of the sys-
tem changes how inputs are processed. High arousal makes stimuli
more salient. High cortisol changes emotional memory. The orchestra
metaphor applies: a crescendo passage sounds different depending on
what came before, and the tempo set by one section affects how we
hear the others.

You might ask: “These principles are abstract. Do they actually help
us understand anything concrete?”

They help us understand why interventions that target single systems
often have limited effects. An anxiolytic drug that enhances GABA may
reduce anxiety, but it does not address the circadian disruption, the
HPA hyperactivity, or the altered interoception that may also contribute.
The systems are coupled; changing one has effects on others, sometimes
helpful, sometimes counterproductive.

The principles also help us understand individual differences. Why
does the same stressor devastate one person and leave another un-
fazed? Because the initial state of each system matters, and those states
differ between individuals. One person has robust HPA negative feed-
back; another has feedback that is already impaired. One person has
strong orexin-mediated arousal stabilization; another has weaker. The
orchestra is different, and the same score produces different music.

12.7 The Binding Problem

Let us step back for a philosophical reflection, because there is some-
thing strange here that deserves acknowledgment.

In consciousness research, there is a famous puzzle called the “bind-
ing problem”: how does the brain combine separate features—color,
shape, motion—into unified perceptual objects? We do not experience
redness here and roundness there and motion somewhere else; we
experience a red ball moving left. How does this unification happen?

The physiology of feeling faces an analogous puzzle. The systems we
have studied are anatomically distinct, use different neurotransmitters,
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operate on different timescales. The amygdala is one structure; the
locus coeruleus is another; the adrenal cortex is in a different part of the
body entirely. Yet the subjective experience of fear is unified. You do
not feel your cortisol rising separately from your heart racing separately
from your attention sharpening. You feel afraid.

How does this happen?
We do not know. Not really. We can describe the anatomical con-

nections that allow systems to influence each other. We can point to
integration points where multiple signals converge. We can measure the
correlations between physiological variables and reported experience.
But the question of how distributed physiological activity becomes
unified subjective experience—this remains as mysterious for feeling as
for perception.

Let us be honest about what we can and cannot say. We can say that
the systems are coordinated, that they activate together in characteristic
patterns, that disrupting the coordination changes the experience. We
can say that integration points in the brain—the insula, the anterior
cingulate, the prefrontal cortex—receive convergent information from
multiple systems and may play a role in unifying that information. We
can say that the experience tracks the physiology, that people who show
more physiological activation typically report more intense experience.

But we cannot say how physiological integration produces experi-
ential unity. The orchestra plays together, and the music is somehow
unified rather than a cacophony of separate sounds. How this happens
in a symphony hall is well understood—sound waves combine in the
air and are perceived as a single auditory stream. How this happens in
the brain is not understood at all.

Perhaps the unity of experience is partially illusory, constructed after
the fact from fragmentary inputs. Perhaps there is integration at a level
we have not yet measured. Perhaps the question is malformed in some
way we do not yet grasp. What we can say is that the physiological
integration we have described is at least necessary—systems that work
together produce experiences that feel coherent. Whether integration
explains unity or merely accompanies it remains open.

12.8 When the Orchestra Falls Out of Tune

The coordination we have described is remarkable, but it is not guaran-
teed. The systems can fall out of synchrony. The orchestra can play out
of tune.

Consider jet lag, which we discussed in Chapter 6. Your SCN has
shifted to the new timezone, but your peripheral clocks—in the liver,
gut, adrenal glands—are still running on the old schedule. The cortisol
rhythm is misaligned with the sleep-wake cycle. The systems are
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playing in different keys.
Or consider chronic stress, which we discussed in Chapter 5. Sus-

tained HPA activation can impair the negative feedback that normally
terminates the stress response. Cortisol remains elevated; the circadian
rhythm flattens; sleep is disrupted; the autonomic balance shifts toward
sustained sympathetic dominance. Each of these changes affects the
others. The orchestra is no longer merely out of tune; it is beginning to
fall apart.

Or consider depression, which involves dysregulation in multiple
systems simultaneously. HPA axis hyperactivity. Flattened cortisol
rhythm. Altered serotonergic and dopaminergic function. Autonomic
imbalance (reduced heart rate variability). Circadian disruption. Sleep
disturbance, particularly reduced slow-wave sleep and altered REM
timing. Which of these is cause and which is effect? Probably all of
them are both, entangled in feedback loops that are difficult to unravel.

The failures of regulation illuminate normal function. When we see
what goes wrong, we better understand what normally goes right. The
next chapter examines these failures in detail, asking what dysregula-
tion teaches us about the systems we have studied.

12.9 A Final Return to 3 AM

Let us return to where we began: waking suddenly in the night, heart
pounding, uncertain what made the noise downstairs.

In the thirty seconds since you woke, the systems have been coordi-
nating. The amygdala activated first, triggering the locus coeruleus and
the sympathetic nervous system. Your heart rate jumped from 60 to 85

bpm. Your pupils dilated. Norepinephrine sharpened your attention;
you can hear your own breathing, feel the sheets against your skin,
sense the darkness.

The HPA axis has begun its slower activation. CRH is being released.
In twenty minutes, if you stay awake and alert, your cortisol will be
significantly elevated, mobilizing energy you might need.

But perhaps you hear a familiar sound—the cat knocking something
over, the refrigerator cycling. The threat dissolves. The amygdala
receives inhibitory input from the prefrontal cortex: not a threat. The
parasympathetic system begins to reassert itself. Your heart rate slows.
The CRH release halts; the HPA cascade will not continue to its full
extent.

And here is something remarkable: the return to baseline is also co-
ordinated. The systems that activated together now deactivate together,
not because a conductor tells them to, but because their connections
work bidirectionally. The inhibition of the amygdala reduces output to
the locus coeruleus and the hypothalamus. The parasympathetic en-
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gagement slows the heart and signals safety to interoceptive pathways.
The orexin neurons reduce their firing, allowing the flip-flop switch to
tip back toward sleep.

Within five minutes, you may be asleep again, the incident forgotten
by morning. The orchestra has finished its emergency passage and
returned to rest.

This is what integration looks like in practice: not a single system
activated in isolation, but a coordinated response engaging autonomic,
endocrine, and neural systems simultaneously; and a coordinated
resolution returning all of them to baseline. The systems work together
not because of central command but because of how they are connected.

When integration works, you respond appropriately to the world
and recover afterward. When integration fails, responses become dis-
proportionate, recovery becomes incomplete, and the foundations are
laid for the pathologies we will examine next.

We have spent eleven chapters taking the machinery of feeling apart. The HPA axis with its cascading hormones. The autonomic
nervous system with its sympathetic and parasympathetic branches. The circadian clocks that impose daily rhythms. The sleep
architecture that remains partly mysterious. The neurotransmitter systems—dopamine, serotonin, norepinephrine, GABA and
glutamate—each with its own role in modulating how we feel. Now we have begun putting the pieces back together, seeing how they
coordinate in real physiological situations. The orchestra metaphor is imperfect—there is no conductor, and the instruments are more
interconnected than any real orchestra—but it captures something essential: the systems must play together. When they do, the
result is coherent response and recovery. When they do not, the result is dysfunction. The systems in concert produce the unified
experience of fear or calm, alertness or fatigue, that we call feeling. How distributed physiological activity becomes unified subjective
experience remains mysterious. But the coordination itself is real, measurable, and consequential. When integration fails, we see the
consequences. That is where we turn next.





13
The Glucose Economy

You haven’t eaten since breakfast. It’s now 2 PM, and you find yourself snapping at a colleague over a minor scheduling
conflict. Your hands are slightly unsteady. You can’t seem to focus on the document in front of you. And somewhere
beneath conscious awareness, a vague sense of unease has settled in—not quite anxiety, not quite irritability, but
something restless and wrong.

Then you eat a sandwich, and twenty minutes later, you’re a different person. The world seems manageable again.
Your colleague’s scheduling preferences no longer feel like a personal affront. The document makes sense.

What happened in those twenty minutes wasn’t psychological—it was metabolic. Your brain, which constitutes
roughly 2% of your body mass but consumes approximately 20% of your glucose, had been running low on its primary
fuel. The subjective experience of “hanger”—that portmanteau of hungry and angry—is not a character flaw or a failure
of emotional regulation. It’s what happens when the brain’s most energy-demanding organ begins to ration resources.

In the previous chapter, we examined how the body’s regulatory
systems work in concert—the orchestra of hormones, neurotransmitters,
and neural circuits that coordinate to produce unified physiological
states. We used fear and bonding as case studies, showing how multiple
systems activate together and return to baseline together.

Now let us examine one specific system in depth: the glucose econ-
omy. This is not merely one regulatory system among many. It is
the foundation on which all other regulation rests. The brain runs on
glucose, and when glucose delivery falters, everything else falters with
it. Mood, cognition, emotional regulation—all depend on a continu-
ous supply of this single molecule. The glucose economy is where
metabolism meets feeling, where the body’s bookkeeping becomes
subjectively real.

Let us begin with the numbers.

13.1 The Numbers That Run Your Brain

Before we discuss mechanisms, we must appreciate the quantitative
reality of cerebral glucose metabolism. The numbers are remarkable,
and they explain why the system operates under such tight constraints.
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Your brain weighs roughly 1.4 kilograms—about 2% of total body
mass for a 70 kg adult. Yet it consumes approximately 120 grams of
glucose per day, representing roughly 20% of the body’s resting glucose
utilization. This works out to about 5 grams of glucose per hour, or
roughly 83 milligrams per minute, continuously, whether you’re solving
differential equations or staring at the ceiling.
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Figure 13.1: Resting glucose consump-
tion by organ. The brain, despite being
only 2% of body mass, consumes 20%
of glucose—a tenfold concentration of
metabolic demand.

Let us work through what this means in terms of reserves. Normal
fasting blood glucose runs 70–100 mg/dL (3.9–5.6 mmol/L). At a blood
glucose of 90 mg/dL, with roughly 5 liters of blood, you have about
4.5 grams of glucose in circulation—less than an hour of brain supply
if blood glucose were the only source.

Of course, it isn’t. The liver stores roughly 100 grams of glycogen that
can be mobilized when blood glucose drops. Muscle stores another 400

grams, though this is largely unavailable to the brain because muscle
lacks glucose-6-phosphatase and therefore cannot export glucose into
the bloodstream. Still, total available reserves amount to perhaps 24–36

hours of brain metabolism under fasting conditions, assuming the liver
can maintain gluconeogenesis from amino acids and glycerol thereafter.

The brain is almost unique in its glucose dependence. Most tissues
can switch to fatty acid oxidation when glucose is scarce; the brain
cannot, at least not immediately. After several days of fasting, the brain
adapts to use ketone bodies—we’ll return to this—but under normal
conditions, the brain is non-negotiably glucose-dependent, moment to
moment.

Think of it this way: the brain is like a factory that runs continu-
ously, consuming fuel at a fixed rate regardless of output, with storage
capacity measured in minutes rather than days. The body’s solution to
this engineering problem—keeping the factory running despite wildly
varying fuel deliveries from meals, exercise, and stress—involves at
least four major hormones, multiple organ systems, and feedback loops
operating on timescales from seconds to hours.

When this system works, you never notice it. Blood glucose stays
in range, the brain gets its fuel, and you experience yourself as simply
hungry before meals and satisfied after. When it fails, the subjective
consequences are immediate and profound.

13.2 The Hormonal Dance: Insulin and Glucagon

The pancreatic islets contain two cell types that matter here: beta cells,
which secrete insulin, and alpha cells, which secrete glucagon. These
hormones have opposite effects, and their ratio largely determines
whether the body is storing or mobilizing fuel.

Let us trace what happens after you eat a meal.
Rising blood glucose triggers insulin release from beta cells. The
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response is biphasic: a rapid first phase within 5–10 minutes (release
of preformed insulin from secretory vesicles), followed by a slower
second phase over the next hour (new insulin synthesis). Peak insulin
might reach 50–100 microIU/mL, compared to a fasting baseline of
5–15 microIU/mL.

Insulin acts on target tissues—primarily muscle, liver, and adipose—
to promote glucose uptake and storage. In muscle, insulin stimulates
translocation of GLUT4 transporters to the cell membrane, allowing
glucose entry for immediate oxidation or glycogen synthesis. In the
liver, insulin promotes glycogen synthesis and suppresses gluconeoge-
nesis. In adipose tissue, insulin promotes fat storage and suppresses
lipolysis.

You might ask: “If insulin drives glucose into cells, does the brain
need insulin to get glucose?”

This is an important subtlety. The brain uses GLUT1 and GLUT3

transporters that operate constitutively—they don’t require insulin for
activation. Brain glucose uptake is largely insulin-independent, which
makes sense: you don’t want cognitive function to fluctuate with every
meal. But insulin does have central effects. Insulin receptors exist
throughout the brain, particularly in the hypothalamus, hippocampus,
and cortex. Central insulin signaling affects appetite, memory, and—
we’ll see—mood. The brain is insulin-independent for fuel but not for
regulation.

When blood glucose falls—between meals, during fasting, dur-
ing exercise—the pattern reverses. Insulin secretion decreases, and
glucagon secretion increases. Glucagon acts primarily on the liver,
stimulating glycogen breakdown (glycogenolysis) and glucose synthe-
sis from non-carbohydrate precursors (gluconeogenesis). The glucose
thus released enters circulation, maintaining blood glucose for brain
consumption.
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Figure 13.2: The insulin-glucagon dance
after a meal. Insulin surges as glucose
rises; glucagon falls. As glucose normal-
izes, the pattern reverses. The ratio deter-
mines whether the body stores or mobi-
lizes fuel.

This system operates continuously. Every minute, your pancreas as-
sesses blood glucose concentration and adjusts the insulin-to-glucagon
ratio accordingly. The response is remarkably fast: insulin begins rising
within minutes of glucose ingestion, allowing storage mechanisms to
engage before postprandial glucose rises to dangerous levels.

But insulin and glucagon are not the whole story. They handle
the normal fluctuations of fed and fasted states. When glucose falls
dangerously low, or when the body faces acute stress, other players
enter the game.

13.3 Cortisol Returns: The Stress-Glucose Link

You might ask: “Why are we discussing cortisol again? Didn’t we cover
this in Chapter 5?”
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We did, but there we emphasized cortisol’s role in the stress response.
Here we must recognize that cortisol is fundamentally a metabolic
hormone. Its very name comes from the adrenal cortex, and its effects
on glucose were known before its psychological effects. The two are
not separate: stress physiology is metabolic physiology.

Cortisol promotes gluconeogenesis in the liver—it literally makes
new glucose from amino acids and glycerol. It antagonizes insulin’s
effects on peripheral tissues, reducing glucose uptake by muscle and
fat. The net effect is elevated blood glucose, which makes sense during
stress: if you might need to fight or flee, you want fuel available in the
bloodstream, not locked away in storage.

Consider the numbers. Basal cortisol in the morning might be 15–20

µg/dL. During acute stress, it can rise to 25–30 µg/dL or higher. This
stress-induced rise in cortisol contributes to the stress-induced rise in
glucose—the blood glucose of 100–120 mg/dL you might see after a
challenging interview or a near-miss in traffic.

This is adaptive in the short term. But cortisol’s effects persist for
hours, and if stress is chronic, the consequences accumulate. Chroni-
cally elevated cortisol means chronically elevated glucose, chronically
antagonized insulin, and progressively developing insulin resistance.
The epidemiological association between chronic stress and type 2

diabetes may run through exactly this mechanism.
Here is a worked example. A person with chronic work stress

maintains cortisol levels 30% above normal—say, an average of 18

µg/dL instead of 14 µg/dL. This modest elevation increases hepatic
glucose output by perhaps 10–15%. Over months, fasting glucose
drifts from 90 mg/dL to 100 mg/dL, then to 105 mg/dL. The pancreas
compensates by producing more insulin, maintaining glucose in the
normal range but at the cost of higher baseline insulin. Eventually, beta
cells cannot keep up. Fasting glucose rises to 110 mg/dL, then 120

mg/dL. The diagnosis is prediabetes, then diabetes. The path from
chronic stress to metabolic disease runs through cortisol and glucose.

The HPA axis and the glucose economy are not separate systems.
They are coupled, each affecting the other. This coupling is why subjec-
tive experience tracks metabolic state: when glucose regulation fails,
stress hormones rise; when stress hormones rise chronically, glucose
regulation fails.

13.4 The Clock Strikes: Circadian Glucose Tolerance

Let us add another layer of complexity. Glucose tolerance—the body’s
ability to handle a glucose load—varies across the day.

If you consume an identical meal at 8 AM versus 8 PM, the 8 PM
meal produces higher and more prolonged blood glucose elevation.
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This is not a small effect. Studies show that postprandial glucose peaks
can be 20–40% higher in the evening than in the morning for identical
meals.

Same Meal, Different Times
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Figure 13.3: The same carbohydrate load
produces a higher and more prolonged
glucose excursion when consumed in the
evening. The difference can be 20–40%.

Why? The mechanisms are multiple and overlapping:
First, insulin sensitivity follows a circadian rhythm, peaking in the

morning and declining through the day. Muscle takes up glucose more
efficiently in the morning.

Second, beta cell responsiveness varies across the day. The same
glucose stimulus produces more insulin release in the morning than in
the evening.

Third, hepatic glucose output shows circadian variation. The liver is
more actively releasing glucose in the early morning hours (explaining
why fasting glucose is measured first thing in the morning—it’s at its
diurnal peak).

Fourth, even the gut microbiome shows circadian rhythms in its
metabolic activity, affecting how quickly carbohydrates are absorbed.

The implication is that when you eat matters, not just what you eat.
Late-night eating, shift work, and irregular meal timing all stress the
glucose regulatory system in ways that daytime eating does not.

You might ask: “Does this actually affect how people feel?”
Consider the subjective experience of a late-night meal. You eat at

10 PM—perhaps the same dinner you might have eaten at 6 PM. Your
sleep that night is worse: lighter, more fragmented, less restorative. You
wake feeling less refreshed, groggier. Part of this is simply the timing of
sleep relative to circadian phase. But part of it is the prolonged glucose
elevation: hyperglycemia impairs sleep quality directly.

Or consider the shift worker who eats lunch at 3 AM because that’s
when their break occurs. They are eating at the worst possible time for
glucose tolerance. The same sandwich that would produce a modest
glucose rise at noon produces a substantial rise at 3 AM, with corre-
spondingly more insulin required, more metabolic stress, and—over
months and years—a higher risk of metabolic syndrome and type 2

diabetes. The subjective experience of “not feeling right” that many
shift workers report has a physiological basis in disrupted glucose
metabolism.

13.5 When Glucose Falls: The Counterregulatory Cascade

Let us trace what happens physiologically when blood glucose falls
below normal—a worked example with actual numbers.

Initial state: You’ve been fasting since dinner last night. It’s now
7 AM. Blood glucose is 85 mg/dL—normal. Insulin is low (5 mi-
croIU/mL), glucagon is moderate (40 pg/mL). The liver is maintaining
blood glucose via glycogenolysis, releasing roughly 2 mg/kg/min of
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glucose into circulation.
Glucose begins falling: You exercise intensively without eating.

Muscle glucose uptake increases dramatically—from perhaps 1 mg/kg/min
at rest to 5–10 mg/kg/min during vigorous exercise. By 8 AM, blood
glucose has fallen to 68 mg/dL.

First response—pancreatic: Insulin secretion nearly ceases (falling
to approximately 2 microIU/mL). Glucagon secretion doubles (to
roughly 80 pg/mL). This shift accelerates hepatic glucose output. But
the response is insufficient to match the exercise-driven demand.

Second response—adrenal medullary: At blood glucose of 65 mg/dL,
sympathetic activation triggers epinephrine release from the adrenal
medulla. Plasma epinephrine rises from roughly 50 pg/mL to 200

pg/mL or higher. Epinephrine stimulates hepatic glycogenolysis (rapidly)
and gluconeogenesis (more slowly). It also inhibits glucose uptake by
muscle, preferentially routing glucose to the brain. You notice your
heart racing, your hands trembling. You feel anxious.

Third response—HPA axis: If glucose continues falling below 55

mg/dL, the HPA axis activates. Cortisol rises over the next 30–60

minutes, sustaining gluconeogenesis and antagonizing insulin action.
Growth hormone rises similarly, contributing to insulin resistance.
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Figure 13.4: The counterregulatory cas-
cade activates in stages as glucose falls.
Each hormone system has a threshold
below which it engages, providing hier-
archical defense.

Subjective experience: At 60 mg/dL, you feel distinctly unwell.
Concentration is impaired. Your mood has shifted toward irritabil-
ity and anxiety. Fine motor coordination suffers—you might notice
difficulty writing or typing. These cognitive effects reflect neuronal
glucose insufficiency, while the autonomic symptoms (tremor, sweating,
tachycardia) reflect the adrenergic counterregulatory response.

Recovery: You eat a banana (27g carbohydrate). Blood glucose
rises within 15–20 minutes. Insulin increases, glucagon decreases,
epinephrine falls. By 30–40 minutes post-ingestion, glucose is back to
85 mg/dL. The subjective symptoms resolve in parallel—first the auto-
nomic symptoms (as epinephrine clears), then the cognitive symptoms
(as neuronal function normalizes).

The entire cascade demonstrates hierarchical defense of blood glu-
cose. Each system activates at a lower glucose threshold than the
previous, providing depth of defense. But each system also produces
its own physiological effects, and the subjective experience of hypo-
glycemia is substantially the experience of these defensive responses,
not of low glucose per se.

You might ask: “If the brain is so glucose-dependent, why can’t you
feel your blood glucose falling before it becomes a problem?”

This is precisely the puzzle. We have no dedicated glucose-sensing
interoceptive pathway that reaches consciousness—nothing analogous
to feeling your heart race or your stomach growl. The subjective symp-
toms of hypoglycemia emerge from the brain’s functional impairment
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and from the counterregulatory hormones released in response, not
from direct awareness of glucose concentration. By the time you feel hy-
poglycemic, you’re already hypoglycemic. The system has remarkably
poor feedforward control.

13.6 Banting, Best, and the Discovery of Insulin

Let us pause for a historical aside, because the discovery of insulin
illuminates both the glucose economy and the nature of physiological
progress.

Before 1921, type 1 diabetes was a death sentence. Patients—often
children—wasted away despite eating enormous quantities, their bodies
unable to use the glucose flooding their bloodstreams. The treatment
was starvation: reducing carbohydrate intake to minimal levels could
extend life by months, perhaps a year or two, but the outcome was
inevitable. Patients literally starved to death while glucose accumulated
in their blood.

Frederick Banting was an obscure Canadian surgeon with no re-
search experience when he became obsessed with an idea. He had read
about experiments showing that ligating the pancreatic duct caused the
digestive portions of the pancreas to atrophy while leaving the islets in-
tact. What if one could extract whatever the islets were secreting—this
hypothetical internal secretion that seemed to regulate blood glucose?

In the spring of 1921, Banting convinced J.J.R. Macleod at the Univer-
sity of Toronto to let him use a laboratory over the summer. Macleod
was skeptical—Banting was unknown, the idea was not original, and
better researchers had tried and failed. But he provided a small lab
and, importantly, a medical student named Charles Best to assist.

What followed was chaotic, contentious, and transformative. Banting
and Best ligated the pancreatic ducts of dogs, waited for the acinar
tissue to atrophy, then extracted what remained—crude preparations
of what they called “isletin.” These extracts lowered blood glucose in
diabetic dogs. The dogs lived.

By January 1922, they had purified enough to inject into Leonard
Thompson, a 14-year-old boy dying of diabetes. His weight had fallen
to 65 pounds; he was too weak to walk. The first injection produced
little effect and severe allergic reaction—the extract was still too crude.
A biochemist named James Collip improved the purification process,
and the second injection, twelve days later, worked. Thompson’s blood
glucose fell. His ketones cleared. He began to gain weight. He would
live another 13 years before dying of pneumonia.

Banting and Macleod received the Nobel Prize in 1923, just eighteen
months after the first successful human treatment—one of the fastest
awards in Nobel history. Banting, furious that Best had been excluded,



188 claude opus 4.5

shared his prize money with him; Macleod shared his with Collip. The
bitterness persisted for decades.

But here is what matters for our purposes: the discovery of insulin
didn’t explain the glucose economy. That understanding came later—
the receptor binding, the signal transduction, the transcriptional effects.
What insulin’s discovery demonstrated was that subjective experience
of metabolism was, at root, chemistry. What felt like wasting away was
a hormone deficit. What felt like recovery was a hormone injection. The
transformation of Leonard Thompson from dying child to functional
adolescent was achieved by injecting a protein.

The glucose economy is like this throughout: our most intimate expe-
riences of energy, fatigue, irritability, and satisfaction are the subjective
correlates of molecular concentrations and enzymatic reactions. Insulin
made this visible in a way that no philosophical argument could.

13.7 Diabetes as Multi-System Dysregulation

Diabetes mellitus represents the glucose economy in failure mode, and
examining it illuminates normal function. There are two main forms,
with different pathophysiology but similar consequences.

Type 1 diabetes results from autoimmune destruction of pancreatic
beta cells. Without beta cells, there is no insulin. Without insulin,
glucose cannot enter cells efficiently, gluconeogenesis runs unchecked,
and blood glucose rises relentlessly. The paradox is starving in the
midst of plenty: glucose is everywhere but cannot be used. Cells switch
to fat oxidation, producing ketone bodies that can acidify the blood to
lethal levels. Before insulin treatment, this was fatal within months to
years.

Type 2 diabetes is more complex. It typically begins with insulin
resistance—target tissues respond less sensitively to insulin’s signal.
Perhaps the muscle cells require twice the normal insulin concentra-
tion to achieve the same glucose uptake. The pancreas compensates
by producing more insulin, maintaining normal glucose for years or
decades. Eventually, beta cells cannot keep up with the demand. They
may become exhausted, or the insulin resistance may progress, or both.
Glucose rises, and clinical diabetes appears.

What makes diabetes instructive for understanding subjective expe-
rience is that it disrupts nearly every system we’ve discussed.

Consider the HPA axis. Cortisol is chronically elevated in poorly
controlled diabetes, and diabetes impairs the normal negative feedback
that terminates HPA activation. The stress-glucose connection runs
both directions: stress raises glucose, and elevated glucose impairs
stress regulation.

Consider circadian rhythms. Diabetics show blunted diurnal varia-
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tion in glucose—the normal morning peak and afternoon trough are
flattened. Poor glycemic control disrupts sleep architecture, reducing
slow-wave sleep and fragmenting the night. The circadian glucose-
tolerance variation we discussed is exaggerated in diabetes, making
timing of meals even more consequential.

Consider autonomic function. Diabetic autonomic neuropathy—
damage to autonomic nerves from chronic hyperglycemia—impairs
the counterregulatory response. Heart rate variability decreases. The
sympathetic-parasympathetic balance shifts. Most concerning, hypo-
glycemia unawareness can develop: the early warning symptoms that
normally alert diabetics to falling glucose (tremor, sweating, palpita-
tions) become blunted or absent. Patients can progress directly from
feeling normal to confusion, seizure, or unconsciousness.

You might ask: “Why do diabetics sometimes not feel hypoglycemia
coming?”

This is a phenomenon called hypoglycemia unawareness, and it’s
dangerous. Normally, blood glucose falling below 65–70 mg/dL trig-
gers a vigorous counterregulatory response, and the adrenergic symp-
toms serve as warning signs. But repeated hypoglycemic episodes—
common in tightly controlled diabetes—can blunt this response. The
threshold for symptom onset shifts lower and lower, until patients
may progress directly from normal function to severe neuroglycopenia
without warning.

The body has “learned” to tolerate low glucose, but this tolerance is
maladaptive: it removes the early warning system that allows correc-
tion before cognitive impairment occurs. It’s as if the smoke detector
was disabled because it kept going off—convenient in the short term,
catastrophic when there’s an actual fire.

13.8 The “Hanger” Phenomenon

Let us return to our opening vignette: the irritability, the difficulty con-
centrating, the vague sense of unease before eating, and the remarkable
transformation after a meal.

You might ask: “Why does hypoglycemia cause anxiety and irritabil-
ity rather than, say, sadness or calm?”

The answer lies in the counterregulatory response. When blood
glucose falls, the body releases epinephrine and norepinephrine to
mobilize glycogen and stimulate gluconeogenesis. These are the same
catecholamines that produce the physical symptoms of anxiety—racing
heart, trembling hands, heightened alertness. The “emotional” symp-
toms of hypoglycemia are substantially adrenergic symptoms, which
the brain interprets through the lens of current context.

This is why low blood sugar feels like anxiety or irritability rather
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than fatigue: the autonomic response is sympathetic, not parasym-
pathetic. Your body is mobilizing for action, not winding down.
The irritability—snapping at colleagues, finding minor frustrations
intolerable—may reflect both the cognitive impairment from glucose
insufficiency and the arousal state from catecholamine release. You’re
simultaneously impaired and activated, a combination that disposes
toward short-tempered reactions.

The transformation after eating is equally instructive. Glucose rises,
the counterregulatory hormones fall, and within 20–30 minutes, you
feel like a different person. But you are not a different person. You are
the same person with different blood chemistry. The “different person”
was a phenomenological artifact of metabolic state.

There is something philosophically uncomfortable about this. We
like to think of our moods, our patience, our capacity for rational
response as reflecting our character, our values, perhaps our sleep or
our circumstances. And they do reflect these things. But they also
reflect our blood glucose. The colleague you snapped at received
your hypoglycemia, not your considered response. The document that
seemed incomprehensible became clear not because you thought harder
but because you ate.

13.9 Sugar, Mood, and What the Evidence Actually Supports

Popular culture is saturated with claims about sugar and mood: sugar
causes hyperactivity, sugar addiction is real, sugar causes depression,
eliminating sugar will transform your mental health. What does the
evidence actually support?

Let us be clear about what we know.
Hypoglycemia causes acute mood disturbance. This is established

beyond question—the mechanisms involve counterregulatory hormones
and neuronal energy deficit, as we’ve discussed. The solution is eating.

Chronic hyperglycemia, as in diabetes, is associated with increased
rates of depression and cognitive impairment. Depression is roughly
twice as common in diabetics as in the general population. Whether
this reflects shared inflammatory pathways, the psychological burden
of chronic illness, direct metabolic effects on brain function, or all of
these remains debated.

Circadian timing of eating matters for glucose tolerance. Late-night
eating produces worse glycemic profiles than morning eating, with
potential downstream consequences for mood and sleep.

Now let us be clear about what we don’t know.
Whether “normal” variation in sugar consumption affects mood

in healthy people. Studies of sugar intake and mood in non-diabetic
adults are inconsistent. Some find that high-glycemic-index foods
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worsen mood over hours; others find no effect. Individual variation is
substantial.

Whether “sugar addiction” is a valid concept. Sugar does activate
dopamine systems—this is established neurophysiology. But whether
these effects constitute addiction—implying compulsive use despite
negative consequences, tolerance, and withdrawal—remains controver-
sial. The comparison to drugs of abuse is strained: cocaine produces
dopamine surges ten times larger than any food. The term “sugar
addiction” may describe real patterns of behavior but probably not
addiction in any mechanistically meaningful sense.
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Figure 13.5: The evidence hierarchy for
sugar-mood claims. Acute hypoglycemic
effects are well-established; most popular
claims about sugar and mood are specu-
lative.

Whether “sugar crashes” are real in healthy people. The postprandial
hypoglycemia theory—that eating sugar causes a blood glucose spike
followed by overshoot-induced hypoglycemia—is plausible but poorly
documented in non-diabetics. Most healthy people maintain glucose in
normal ranges even after carbohydrate-heavy meals.

You might ask: “Is ‘sugar rush’ real? Does eating sugar actually give
you energy?”

The common notion of a sugar rush—hyperactivity and enhanced
energy following sugar consumption—is largely unsupported by con-
trolled studies, at least in adults. What you may notice after eating
is improved mood and reduced irritability if you were hypoglycemic,
but this is relief from deficit rather than enhancement above baseline.
Children’s hyperactivity after sweets is more likely explained by the
exciting contexts in which sweets are consumed (parties, treats) than
by any direct pharmacological effect of glucose.

The honest answer is that the relationship between dietary sugar and
mood in healthy people is probably real but modest, highly individual,
and context-dependent. A person who skips breakfast, eats a doughnut
for lunch, and feels terrible by 3 PM is experiencing hypoglycemia,
meal timing effects, and possibly inadequate nutrition—not a specific
toxicity of sugar. A person eating reasonable amounts of sugar in
the context of balanced meals and stable glucose regulation probably
experiences minimal mood effects.

This is less satisfying than “sugar is poison” or “sugar is harmless,”
but it has the advantage of being what the evidence supports.

13.10 Ketones and the Adapted Brain

Let us address a question that arises naturally: if the brain is so glucose-
dependent, what happens during prolonged fasting?

You might ask: “What about ketogenic diets? Can the brain really
run on ketones?”

After several days of fasting or carbohydrate restriction, the liver pro-
duces ketone bodies—primarily beta-hydroxybutyrate and acetoacetate—



192 claude opus 4.5

from fatty acids. The brain can indeed oxidize ketones; enzymes for
ketone metabolism are present in neurons, and the transporters exist to
carry ketones across the blood-brain barrier.

During prolonged fasting, ketones may supply up to 60–70% of cere-
bral energy needs. This is a genuine metabolic adaptation, not merely
a theoretical possibility. Hunter-gatherer populations presumably ex-
perienced extended periods without food; the ability to fuel the brain
from fat stores (via ketones) would have been essential for survival.

But several caveats apply.
First, this is an adaptation to starvation, not normal physiology.

The transition period—before ketone production ramps up—involves
significant cognitive impairment and mood disturbance. “Keto flu,” as
low-carbohydrate dieters call it, reflects the brain’s temporary energy
deficit during the switch.

Second, even in full ketosis, the brain still requires some glucose,
which the liver produces via gluconeogenesis from amino acids and
glycerol. The ketogenic brain hasn’t escaped the glucose economy; it’s
stretched it.

Third, cognitive effects of ketosis are mixed. Some studies report
enhanced mental clarity; others report impairment; many report no
difference. Individual variation is substantial, and placebo effects are
difficult to exclude in diet studies.

Fourth, the brain has almost no glucose storage. Neurons contain
negligible glycogen. Astrocytes store modest amounts—perhaps 5–10

mmol/kg tissue—which could supply neuronal energy for minutes
rather than hours. The brain is essentially a just-in-time system, depen-
dent on continuous delivery from the bloodstream whether the fuel is
glucose or ketones.

13.11 The Glucose Economy as Foundation

Let us step back for a philosophical reflection, because there is some-
thing important here about the relationship between our subjective
states and our metabolic substrates.

We experience ourselves as having emotions, making decisions,
holding attitudes—as being minds. But underlying this mental life
is an organ that requires continuous fuel delivery, that fails within
minutes of substrate deprivation, that interprets its own metabolic state
as emotion.

The irritability you feel when hungry is not a choice or a character
flaw; it is what happens when neuronal energy metabolism becomes
compromised and counterregulatory hormones flood your circulation.
The anxiety you feel during hypoglycemia is not about anything—it has
no intentional object, no rational content—yet it feels indistinguishable



biology of experience 193

from fear that something is wrong.
This does not reduce emotion to metabolism. The content of our

mental lives—what we think about, who we love, what we value—
cannot be read off our blood glucose curves. But it does suggest that
the form of our mental lives—the phenomenological texture of mood,
the fluctuations in energy and focus—rests on a metabolic foundation
that we rarely acknowledge.

Think back to our orchestra metaphor from Chapter 12. The glu-
cose economy is not one instrument in the orchestra; it is the power
supply for the concert hall. When the power fails, all instruments fall
silent, regardless of how skilled the musicians. The systems we have
discussed—the HPA axis, the autonomic nervous system, the circadian
clocks, the neurotransmitter systems—all depend on adequate glucose
delivery to function. Glucose is the foundation on which the symphony
is built.

This is why metabolic dysregulation has such pervasive effects on
subjective experience. Diabetes doesn’t just cause hyperglycemia; it
disrupts mood, cognition, sleep, and stress regulation. Chronic stress
doesn’t just cause anxiety; it disrupts glucose metabolism. The systems
are not merely parallel; they are interdependent. The glucose economy
is where they all meet.

13.12 Looking Forward

We’ve examined how blood glucose—the brain’s metabolic fuel—influences
subjective experience through counterregulatory hormones, circadian
rhythms, and the cascading consequences of dysregulation. The glucose
economy reveals, perhaps more clearly than any other system we’ve
discussed, how intimate the relationship is between metabolism and
mind.

But we’ve also seen something else: how much remains unknown.
The relationship between dietary sugar and mood in healthy people.
The mechanisms linking diabetes to depression. The optimal timing and
composition of meals for cognitive function. Individual variation in all
of these. The glucose economy is foundational, but our understanding
of it remains incomplete.

In the next chapter, we confront this incompleteness directly. We’ve
spent thirteen chapters examining what we know about how biology
makes us feel. Now we turn to what we don’t know—the frontier
where established physiology meets genuine mystery. What are the
limits of our current understanding? What would it even mean to
have a complete physiological explanation of feeling? How do we
study subjective experience scientifically when we can only measure its
physiological correlates?
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The glucose economy teaches us that feeling has a metabolic basis.
The frontier teaches us how much of that basis remains unexplored.

The brain runs on glucose—5 grams per hour, continuously, whether waking or sleeping, thinking or not. When blood glucose
falls, a hierarchical defense system activates: first insulin suppression and glucagon release, then epinephrine from the adrenal
medulla, then cortisol and growth hormone. The subjective experience of hypoglycemia—the irritability, the anxiety, the difficulty
concentrating—reflects both neuronal glucose insufficiency and the counterregulatory hormones released in response. Glucose
tolerance varies across the circadian day, making when you eat as metabolically relevant as what you eat. Diabetes represents the
glucose economy in failure mode, disrupting not just blood sugar but mood, cognition, sleep, and stress regulation. The glucose
economy is not one system among many; it is the foundation on which all other physiological systems depend. The mind runs on fuel.
When fuel delivery falters, the mind falters with it.



14
Pain and the Migraine

The aura begins at 2:47 PM. A shimmering crescent appears at the edge of your vision, like looking through water. Over
the next twenty minutes, this scotoma expands, leaving blindness in its wake. You know what comes next.

Within an hour, the pain arrives. Not the sharp pain of a cut or the ache of a bruise, but something different—a
throbbing, one-sided pressure that makes light unbearable and sound a weapon. Your stomach rebels. The world contracts
to a dark room, a cold cloth, and the hope that this will end before tomorrow.

Here is the puzzle that brings us to pain: the signals traveling from your trigeminal nerve through your brainstem
are, in some sense, just signals. Action potentials, neurotransmitter release, receptor binding—the same molecular
vocabulary we have been speaking throughout this book. Yet these particular signals don’t merely inform you that
something is happening. They hurt. The pain isn’t a report about tissue damage; it is the damage, experientially. Why?

Pain returns us to the explanatory gap we confronted in Chapter 1, but with sharper urgency. Pain isn’t merely
experience—it’s experience we cannot ignore. Understanding migraine physiology gives us a window into this deepest
puzzle.

In the previous chapter, we examined the glucose economy—the
foundation on which all our regulatory systems rest. We saw how
metabolic state shapes subjective experience: the irritability of hy-
poglycemia, the transformation that follows eating, the way blood
chemistry becomes phenomenologically real. We noted that metabolic
stress can trigger physiological cascades with subjective consequences.

Migraine is one of those cascades. For many sufferers, skipping
meals is a reliable trigger. The metabolic stress of low glucose can
initiate a migraine attack through mechanisms we are only beginning
to understand. But migraine goes beyond metabolism. It involves the
trigeminal nerve, the brain’s blood vessels, spreading waves of cortical
depression, and a neurotransmitter—serotonin—that connects pain to
mood in ways that illuminate both.

Let us trace what happens in the brain during a migraine attack,
from the first electrical disturbance to the final postdrome exhaustion.
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14.1 Anatomy of an Attack

Before we can understand migraines, we need to observe one in detail.
Let us follow an attack through its four phases, putting numbers and
mechanisms to the experience that roughly one in seven adults knows
firsthand.

Phase 1: Prodrome (hours to days before)
Something changes before the headache begins. You might notice

fatigue, irritability, food cravings—especially for sweet foods—or dif-
ficulty concentrating. Yawning increases. Your neck stiffens. These
symptoms are so consistent that experienced migraineurs learn to rec-
ognize them as warnings.

The prodrome reflects hypothalamic activation. Functional MRI stud-
ies show increased hypothalamic activity 24–48 hours before migraine
onset. The hypothalamus regulates sleep, appetite, mood, and auto-
nomic function—explaining the constellation of prodromal symptoms.
Dopamine signaling changes during this phase, which may explain
both the excessive yawning (dopamine modulates yawning circuits in
the hypothalamus) and the food cravings that some patients experience.
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Figure 14.1: The four phases of a mi-
graine attack. The headache phase re-
ceives most attention, but the prodrome
and postdrome can each last longer than
the headache itself.

Let us put numbers to this. In prospective diary studies, approx-
imately 77% of migraineurs report at least one prodromal symptom.
The most common are fatigue (72%), difficulty concentrating (51%),
neck stiffness (50%), light sensitivity (45%), and yawning (42%). These
symptoms begin, on average, 6–48 hours before headache onset. The
prodrome is not a psychological anticipation of pain—it is a physiologi-
cal state with measurable neural correlates.

You might ask: “If the prodrome predicts migraine, why don’t
patients simply treat early and prevent the headache?”

This is an excellent question with a complicated answer. Some
patients do learn to intervene during the prodrome, and early treat-
ment can be effective. But prodromal symptoms are not perfectly
predictive—sometimes they occur without subsequent headache. And
the symptoms themselves are easy to misattribute: fatigue could mean
poor sleep; food cravings could mean hunger; irritability could mean
stress. The prodrome is a signal embedded in noise.

Phase 2: Aura (20–60 minutes)
In the roughly 25–30% of migraineurs who experience aura, some-

thing remarkable happens: cortical spreading depression. A wave of
intense neuronal depolarization sweeps across the cortex at approxi-
mately 3–5 millimeters per minute, followed by prolonged suppression
of neural activity.

The visual aura tracks this wave. The scotoma begins at the center of
your visual field—corresponding to the occipital pole, where the wave
often starts—and expands outward as the wave propagates anteriorly
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across the visual cortex. The rate of expansion, about 3 mm/min on the
cortical surface, explains why the visual disturbance takes 20–30 min-
utes to fully develop. You are watching your own cortex malfunction
in slow motion.

Phase 3: Headache (4–72 hours)
The pain phase involves activation of the trigeminovascular system.

Sensory neurons in the trigeminal ganglion, whose peripheral endings
innervate the meninges and cerebral blood vessels, become activated.
These neurons release neuropeptides—particularly calcitonin gene-
related peptide (CGRP) and substance P—which cause vasodilation
and neurogenic inflammation.

But the pain doesn’t come from the blood vessels themselves. The
trigeminal neurons project centrally to the trigeminal nucleus caudalis
in the brainstem, and from there to the thalamus and cortex. The
cortical processing of these signals—not the peripheral activation alone—
produces the experience of pain.

The unilaterality is striking: 60% of migraines affect one side of
the head. This reflects asymmetric activation of the trigeminal system,
though why one side activates rather than the other remains unclear
for most attacks.

Phase 4: Postdrome (hours to days after)
Even after the headache resolves, something lingers. Fatigue, cogni-

tive dulling, mood changes—often described as a “migraine hangover.”
Brain imaging shows persistent changes in blood flow and metabolism.
Recovery is not instantaneous; the brain needs time to return to base-
line.

Let us trace the numerical reality of a severe attack. Peak pain
ratings might reach 8–9 on a 10-point scale. Heart rate variability drops.
Cortisol rises, sometimes to twice normal levels. The entire experience
can last 72 hours. This is not “just a headache.”

14.2 The Trigeminovascular System

The trigeminovascular system is the anatomical substrate of migraine
pain. Understanding it requires tracing a circuit from the meninges to
consciousness.

Think of this system as a burglar alarm for the head. The meninges—
the membranes surrounding the brain—are richly innervated with
sensory fibers that can detect inflammation, pressure, and chemical irri-
tation. These fibers don’t just passively report damage; they participate
in amplifying the response. When triggered, they release inflamma-
tory mediators that sensitize both themselves and neighboring nerve
endings. The alarm doesn’t just sound; it makes itself more sensitive.

The peripheral component begins with the dura mater—the tough
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membrane covering the brain. Contrary to popular belief (“the brain
feels nothing”), the meninges are richly innervated by sensory fibers
from the trigeminal nerve, particularly its ophthalmic division (V1).
These fibers are pseudounipolar neurons with cell bodies in the trigem-
inal ganglion, located just outside the brainstem. Their peripheral
endings wrap around meningeal blood vessels; their central endings
terminate in the trigeminal nucleus caudalis in the medulla and upper
cervical spinal cord.

You might ask: “If the brain itself has no pain receptors, how can
headaches hurt?”

This is a common misconception worth addressing directly. The
brain parenchyma—the neural tissue itself—indeed lacks nociceptors.
Neurosurgeons can touch the brain during awake craniotomies without
causing pain. But the meninges are another matter entirely. The dura
mater is exquisitely pain-sensitive. Traction on the meninges during
surgery is intensely painful unless locally anesthetized. The headache
of migraine originates not from the brain but from its wrappings.

Pain Pathway

Dura mater

(releases CGRP)

Trigeminal ganglion

Brainstem (TNC)

Thalamus→ Cortex

↓ PAIN

Figure 14.2: The trigeminovascular path-
way. Pain signals flow from the dura
(which releases CGRP) through the
trigeminal ganglion and brainstem to cor-
tex.

Central processing occurs in the trigeminal nucleus caudalis (TNC),
which is not a passive relay station. Neurons here integrate information
from meningeal afferents with descending modulation from higher
brain regions. The TNC projects to the ventral posteromedial thala-
mus, which then projects to the somatosensory cortex—the classic pain
pathway.

But migraine engages more than the sensory pathway. The TNC also
projects to the periaqueductal gray (PAG), a brainstem region involved
in pain modulation. The PAG in migraineurs shows altered structure
and function—it may be less effective at suppressing pain signals. This
could explain why stimuli that wouldn’t normally cause pain (light
touch, normal light levels) become painful during migraine: the gain of
the pain system is turned up.

14.3 CGRP: The Molecule That Changed Everything

Calcitonin gene-related peptide is a 37-amino-acid neuropeptide found
in trigeminal sensory neurons. Its role in migraine represents one of
the great success stories of translational neuroscience—a case where
understanding mechanism led directly to treatment.

During migraine, trigeminal activation releases CGRP from both
peripheral and central nerve endings. Peripherally, CGRP is a potent
vasodilator—it relaxes vascular smooth muscle, causing the meningeal
blood vessels to dilate. Centrally, CGRP facilitates pain transmission in
the TNC.

The evidence for CGRP’s importance is compelling. Let us trace it
systematically.
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First, CGRP levels in jugular venous blood rise during migraine
attacks—from roughly 30–40 pg/mL at baseline to 70–100 pg/mL
during severe attacks. This increase correlates with headache intensity.
As the headache resolves, CGRP levels return to baseline.

Second, and more powerfully: intravenous CGRP infusion triggers
migraine-like headaches in susceptible individuals. In controlled stud-
ies, approximately 65–75% of migraineurs develop headache after CGRP
infusion, compared to only 15–20% after placebo. The headache resem-
bles spontaneous migraine in quality, location, and associated symp-
toms. You can cause migraine by giving people the molecule.

Third, and most clinically important: blocking CGRP or its re-
ceptor effectively treats acute migraine and prevents attacks. The
gepants—small-molecule CGRP receptor antagonists like rimegepant
and ubrogepant—provide relief in 20–25% more patients than placebo
at two hours (roughly 60% versus 35–40% achieving freedom from
moderate-to-severe pain). The monoclonal antibodies against CGRP
(galcanezumab, fremanezumab) or its receptor (erenumab) reduce
monthly migraine days by 4–6 days compared to 2–3 days for placebo
in chronic migraine.

CGRP in Migraine
Nerve

CGRP

DilatedVasodilation
Inflammation

Figure 14.3: CGRP released from trigem-
inal nerve endings causes vasodilation
and promotes neurogenic inflammation.
Blocking CGRP is the basis of the newest
migraine treatments.

These CGRP-targeted drugs represent the first migraine-specific pre-
ventive treatments developed from mechanistic understanding. Previ-
ous preventives—beta-blockers, anticonvulsants, antidepressants—were
discovered by accident, borrowed from other conditions. The CGRP
drugs were designed to hit a target that basic science identified as
central to migraine pathophysiology. This is how drug development
should work.

You might ask: “If CGRP is so important, why don’t CGRP-blocking
drugs work for everyone?”

This is a crucial question. The CGRP antibodies reduce migraine
frequency by about 50% in roughly half of patients. That means half of
patients don’t respond well, and even responders still have migraines.
Migraine is not purely a “CGRP disease.” CGRP is one important
pathway, but others exist. Glutamate signaling, nitric oxide, pituitary
adenylate cyclase-activating peptide (PACAP), and other mediators are
all being investigated as targets. The partial response to CGRP blockade
tells us that migraine pathophysiology is more complex than a single
molecule can explain.

14.4 Serotonin’s Paradox

Here is a puzzle that illuminates the complexity of neurotransmitter
pharmacology: serotonin both triggers and treats migraine. Blood
serotonin levels drop during attacks. Yet triptans—serotonin receptor
agonists—are highly effective acute treatments.
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Let us work through this paradox carefully.
During the prodrome and early headache phase, platelet serotonin

is released into the circulation, then rapidly metabolized. Urinary
excretion of 5-hydroxyindoleacetic acid (5-HIAA), serotonin’s main
metabolite, increases during attacks. By the time pain is established,
circulating serotonin is depleted. This depletion led early researchers to
hypothesize that low serotonin causes migraine, which would predict
that serotonin-enhancing drugs should help.

But the triptans—sumatriptan, rizatriptan, zolmitriptan, and others—
work not by raising serotonin levels but by directly activating specific
serotonin receptor subtypes. They are selective agonists at 5-HT1B and
5-HT1D receptors, largely ignoring the thirteen other serotonin receptor
subtypes.

The resolution of the paradox lies in receptor distribution. 5-HT1B

receptors on meningeal blood vessels mediate vasoconstriction, revers-
ing the vasodilation of migraine. 5-HT1D receptors on trigeminal nerve
terminals inhibit neuropeptide release—including CGRP release. Both
actions interrupt the migraine cascade.

Triptan Mechanism
Trigeminal nerve

5-HT1D

Blocks
CGRP

5-HT1B

Vaso-
constriction

Figure 14.4: Triptans act at two targets:
5-HT1D receptors on trigeminal nerve ter-
minals (inhibiting CGRP release) and 5-
HT1B receptors on blood vessels (causing
constriction).

The triptans are highly effective—roughly 60–70% of patients achieve
meaningful pain relief within two hours, compared to 30–35% with
placebo. Their specificity for the 1B/1D receptors explains both their
efficacy and their relatively clean side-effect profile compared to older
ergot alkaloids, which activated many serotonin receptor subtypes
non-selectively.

You might ask: “If triptans constrict blood vessels, aren’t they dan-
gerous for people with heart disease?”

Yes, and this is their main limitation. The same 5-HT1B receptors
that constrict meningeal vessels also exist on coronary arteries. Triptans
can cause coronary vasoconstriction, which is usually insignificant in
healthy people but potentially dangerous in those with underlying
cardiovascular disease. Triptans are contraindicated in patients with
coronary artery disease, uncontrolled hypertension, or history of stroke.
This excludes a significant fraction of migraineurs, particularly older
ones. The newer CGRP antagonists, which do not cause vasoconstric-
tion, offer an alternative for these patients.

14.5 Cortical Spreading Depression: Calculating the Aura

Let us put actual numbers to the cortical spreading depression that
underlies migraine aura. This calculation illustrates how physiology
maps onto phenomenology with remarkable precision.

The human primary visual cortex (V1) represents the visual field in
a topographic map. The center of the visual field (the fovea) is repre-
sented at the occipital pole, with more peripheral vision represented
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more anteriorly. Importantly, the map has a magnification factor: the
central visual field occupies much more cortical area than the periph-
ery. The central 10 degrees of vision occupies roughly 50–60% of V1’s
surface area.

CSD propagation rate has been measured directly in animal studies
and inferred from human aura timing. The wave propagates at 3–5

mm/min across the cortical surface. Let us use 3 mm/min for our
calculation.

A typical visual aura begins as a small scotoma near the center
of vision and expands outward as a crescent or arc, often with a
shimmering edge called the “fortification spectrum”—named for its
resemblance to medieval fortifications. The expanding edge represents
the actively depolarizing wavefront; the scotoma behind it represents
the suppressed cortex.

Now for the calculation. If the CSD begins at the occipital pole and
propagates anteriorly at 3 mm/min, how long until the visual aura
involves the peripheral visual field?

The cortical distance from occipital pole to the V1/V2 border is
approximately 60–80 mm in humans. At 3 mm/min:

tmin =
60 mm

3 mm/min
= 20 minutes

tmax =
80 mm

3 mm/min
≈ 27 minutes

This matches the typical aura duration of 20–30 minutes remarkably
well. You are watching your own cortex undergo a coordinated electrical
event, rendered visible by the brain’s faithful mapping of visual space.

Why the characteristic crescent shape? The CSD wave is roughly
circular as it spreads across the cortical surface. But the cortical map
of visual space is highly distorted—each degree of visual angle corre-
sponds to different amounts of cortical surface depending on eccen-
tricity. When you project a circular cortical wave back through this
nonlinear map into visual space, you get the characteristic crescent or
arc shape, expanding from center to periphery.

Why the shimmering fortification spectra? The zigzag, shimmering
edge likely reflects the alternating excitation and inhibition at the
wavefront of CSD. Neurons at the leading edge are hyperexcitable
before they depolarize fully—this could produce the scintillations. The
precise mechanism is debated, but the visual experience maps onto the
physiology with remarkable fidelity.

You might ask: “Does CSD cause the headache, or is it a separate
phenomenon?”

This has been debated for decades. The current consensus is that CSD
can trigger the trigeminovascular activation that produces headache,
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but the relationship is not simple. CSD releases inflammatory me-
diators and activates trigeminal afferents in the meninges. However,
most migraineurs don’t experience aura, yet they still get headaches.
And some people experience aura without subsequent headache. The
two phenomena—cortical depression and trigeminovascular pain—are
related but partially dissociable. CSD may be one pathway to trigemi-
novascular activation, but not the only one.

14.6 From Vascular Theory to Neural Theory

Let us pause for a historical aside that illuminates how our understand-
ing has changed.

For most of the twentieth century, migraine was understood as a vas-
cular disorder. Harold Wolff, working at Cornell in the 1940s and 1950s,
proposed that migraine aura resulted from cerebral vasoconstriction
(causing the visual symptoms) followed by rebound vasodilation (caus-
ing the pain). The throbbing quality of migraine pain, synchronous
with the pulse, seemed to confirm that blood vessels were central.

Wolff’s experiments were elegant for their time. He observed that
compressing the carotid artery could temporarily relieve migraine
headache, while releasing the compression brought the pain flooding
back. He measured temporal artery pulsations during attacks and
found them increased. The vascular theory seemed well supported.

But problems accumulated. Blood flow studies in the 1980s, using
xenon inhalation techniques and later PET scanning, showed that the
changes during aura didn’t match simple vasoconstriction. Instead, they
showed a wave of spreading oligemia—reduced blood flow moving
across the cortex at about 2–3 mm/min, the same rate as CSD. The
blood flow changes followed the neural event; they didn’t cause it.

The critical connection came from recognizing that Aristides Leão
had described cortical spreading depression in 1944, decades before its
relevance to migraine was appreciated. Leão, working in Brazil, had
observed that stimulating rabbit cortex produced a wave of electrical
silence that spread slowly across the brain surface. For years, this
was considered a laboratory curiosity. Only gradually did researchers
recognize that CSD matched the temporal and spatial characteristics of
migraine aura.

The vascular theory’s final blow came from pharmacology. Vaso-
constrictors don’t reliably treat migraine. Drugs that affect neural
signaling—particularly triptans and gepants—do. The blood vessels
are involved—they dilate, they’re innervated, their manipulation affects
pain—but they’re not the primary driver. Migraine is now understood
as a brain disorder with vascular consequences, not a vascular disorder
with brain consequences.
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This shift matters clinically. The vascular theory led to treatments
aimed at blood vessels—with mixed results and significant cardiovascu-
lar risks. The neural theory led to treatments aimed at neurotransmission—
with better efficacy and, for the CGRP drugs, improved safety profiles.
Good mechanism leads to good therapy.

14.7 Why Does Light Hurt?

Photophobia—pain or discomfort from normal light levels—is nearly
universal in migraine. Roughly 90% of migraineurs report light sensitiv-
ity during attacks. But why should head pain make light unbearable?

You might ask: “Is photophobia just the brain being generally sensi-
tive during migraine, or is there something specific about light?”

The answer turns out to be remarkably specific. Photophobia in
migraine involves a dedicated neural pathway that connects the visual
system to pain circuits in a way that ordinary visual processing does
not.

Recall from Chapter 6 that the retina contains intrinsically photosen-
sitive retinal ganglion cells expressing melanopsin. These cells project
to the suprachiasmatic nucleus for circadian entrainment. But they also
project to other targets, including the posterior thalamus.

The posterior thalamus receives converging input from two sources:
these melanopsin-containing retinal ganglion cells and the trigemino-
vascular pain pathway. Light activates the retinal input. Trigeminal
activation from migraine activates the pain input. The convergence
means that light and pain signals interact at the thalamic level.

In an extraordinary study, Burstein and colleagues examined photo-
phobia in blind patients. Patients who were blind from retinal degener-
ation but retained melanopsin cells (losing rods and cones but keeping
the intrinsically photosensitive ganglion cells) still experienced photo-
phobia during migraine. Patients who lost all retinal ganglion cells,
including the melanopsin cells, did not. The photophobia depends
specifically on the melanopsin pathway, not on conscious vision.

This finding illuminates why migraine photophobia is so intense.
It’s not simply that the brain is “oversensitive.” There is a direct
anatomical pathway linking light detection to pain processing, and
migraine activates this pathway. The pain and light systems talk to
each other at the hardware level.

The same principle applies to phonophobia (sound sensitivity) and
osmophobia (smell sensitivity). Multisensory integration in the thala-
mus and cortex means that heightened activity in one sensory pathway
can amplify perception in others. During migraine, when the pain
pathway is screaming, normal sensory inputs become intolerable. The
world turns hostile.
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14.8 Metabolic Triggers and the Glucose Connection

Let us return to our bridge from the previous chapter. We discussed
how glucose is the brain’s primary fuel, how the brain runs on roughly
5 grams of glucose per hour, and how metabolic stress produces subjec-
tive consequences.

Migraine provides a striking example of metabolic-neural coupling.
Fasting and skipped meals are among the most reliable migraine trig-
gers reported by patients. In prospective diary studies, approximately
40–50% of migraineurs identify missing meals as a trigger.

Why would low glucose trigger migraine? Several mechanisms are
plausible:

First, hypoglycemia activates the sympathetic nervous system and re-
leases catecholamines. This autonomic stress could lower the threshold
for trigeminovascular activation in susceptible individuals.

Second, low glucose changes hypothalamic activity. The hypotha-
lamus, which shows altered function during migraine prodrome, is
exquisitely sensitive to glucose levels. Glucose-sensing neurons in the
hypothalamus might initiate the cascade.

Third, metabolic stress affects cortical excitability. CSD is more easily
triggered in metabolically compromised cortex. Reduced ATP availabil-
ity could make the cortex more susceptible to spreading depression.

But—and this is important—we must distinguish triggers from
causes. Skipped meals don’t cause migraine in non-migraineurs. A
susceptible brain plus a trigger produces an attack. The underlying
susceptibility involves genetic factors affecting ion channels, neuro-
transmitter systems, and pain processing. The trigger is the match; the
susceptibility is the fuel.

You might ask: “If I eat regular meals, can I prevent migraines?”
For some people, yes. Keeping blood glucose stable—eating regular

meals, avoiding long fasts, moderating refined carbohydrate intake—
can reduce migraine frequency. But triggers are individual and in-
consistent. The same person may skip breakfast on one day without
consequence and on another day trigger a severe attack. The brain’s
threshold for migraine fluctuates. Understanding triggers helps, but
cannot guarantee prevention.

14.9 Circadian Patterns and the Alarm Clock

Migraine shows circadian organization. Attacks cluster at particular
times of day, most commonly in the early morning (6–8 AM) and late
afternoon. This timing is not random; it reflects the interaction between
migraine physiology and circadian rhythms.

Several circadian systems are relevant. Cortisol peaks in the early
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morning—the cortisol awakening response we discussed in Chapter 5.
This HPA axis activation might interact with migraine susceptibility.
The transition from sleep to wake involves complex neurochemical
shifts that could trigger attacks in susceptible individuals.

Cluster headache provides an even more striking example of cir-
cadian organization. Cluster headache is a distinct condition from
migraine—shorter attacks (15–180 minutes versus 4–72 hours), strictly
unilateral, often with prominent autonomic features (tearing, nasal
congestion, eyelid drooping). But it shares some pathophysiology with
migraine, including trigeminovascular activation.

Cluster attacks show remarkable circadian regularity. They often
occur at the same time each night, waking the patient from sleep like
an alarm clock. This temporal precision implicates the hypothalamus.
Functional imaging during cluster attacks shows hypothalamic acti-
vation. The periodicity suggests involvement of the same circadian
machinery we discussed in Chapter 6.
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Figure 14.5: Migraine attacks cluster at
particular times of day, most commonly
early morning and late afternoon. This
circadian organization reflects interac-
tions between hypothalamic function and
migraine susceptibility.

The hypothalamic involvement in primary headache disorders re-
inforces a theme from this book: the hypothalamus is a critical node
where circadian, autonomic, endocrine, and sensory systems converge.
It regulates sleep, appetite, temperature, hormone release—and, it now
appears, participates in headache disorders. The hypothalamus is not
merely a relay station; it actively coordinates the body’s responses to
internal and external challenges. When its function is disturbed, diverse
symptoms follow.

14.10 Central Sensitization and Chronification

Migraine can transform. In some patients, what begins as episodic
attacks—15 or fewer headache days per month—becomes chronic mi-
graine: 15 or more headache days monthly, with at least 8 meeting
migraine criteria. This transformation affects roughly 3% of episodic
migraineurs per year. Once established, chronic migraine is difficult to
reverse.

Central sensitization may explain the transformation. The trigeminal
pain pathway becomes hypersensitive. Stimuli that shouldn’t cause
pain—light touch, normal light levels, routine head movements—begin
to trigger pain responses. The threshold for triggering migraine drops
until attacks become nearly continuous.

The evidence for central sensitization takes several forms.
First, cutaneous allodynia. During migraine attacks, many patients

develop pain from normally innocuous stimuli—touching the scalp,
combing hair, wearing glasses. This allodynia involves skin areas far
from the headache, indicating that the central pain-processing circuits
(not just peripheral nerves) have become hypersensitive. In one study,
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79% of migraineurs reported cutaneous allodynia during attacks.
Second, the medication overuse paradox. Frequent use of acute

migraine medications—triptans, NSAIDs, opioids—actually worsens
chronic migraine. This medication overuse headache (MOH) affects
perhaps 1–2% of the general population. The mechanism likely involves
downregulation of endogenous pain-modulation systems: the brain be-
comes dependent on exogenous relief, and when the medication wears
off, pain rebounds. This produces a vicious cycle: more headaches lead
to more medication, which leads to more headaches.

Third, structural changes. Chronic migraineurs show differences in
brain structure: altered gray matter density in pain-processing regions,
abnormal iron deposition in the periaqueductal gray. Whether these
changes cause chronification or result from it remains unclear—the
usual correlation-causation problem. But they suggest that chronic
migraine involves actual neural remodeling, not just functional changes.

You might ask: “How do you break the cycle of chronic migraine?”
Treatment of chronic migraine requires breaking the sensitization

cycle. This means limiting acute medication use—the “10/15 rule”
suggests no more than 10 days per month of triptans or combination
analgesics, 15 days per month of simple analgesics. It means using pre-
ventive medications that can reset central sensitivity—CGRP antibodies,
onabotulinumtoxinA (Botox), topiramate, and others. For medication
overuse headache, withdrawal from the overused medication is nec-
essary, though the withdrawal period typically involves temporarily
worsened headache.

The numbers are sobering. Chronic migraine affects roughly 1–2%
of the general population. These patients experience an average of 68

headache days per year (versus 12–14 for episodic migraine). Work
disability is high. Quality of life scores are lower than for epilepsy,
diabetes, or heart disease. This is not a trivial condition.

14.11 The Puzzle of Pain’s Painfulness

We return now to the question that opened this chapter. What makes
pain painful?

Consider what pain signals actually are. Nociceptors in the meninges
detect potentially harmful stimuli—inflammation, mechanical distor-
tion, chemical irritants. They transduce these stimuli into action poten-
tials using the same electrochemical machinery as any other neuron.
These signals travel through the trigeminal system to the brainstem,
thalamus, and cortex. At each stage, they’re processed, integrated, mod-
ulated. By the time they reach consciousness, they’ve been transformed
multiple times.

The processing explains many features of pain. The affective component—
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the unpleasantness, the suffering—involves different brain regions than
the sensory component—the location, intensity, quality. The anterior
cingulate cortex and insula are activated by pain’s unpleasantness;
patients with damage to these areas can report pain’s location and
intensity while claiming it doesn’t bother them. Pain is not monolithic.

Modulation explains why context matters. The same stimulus can
be agonizing or bearable depending on attention, expectation, and
meaning. Soldiers wounded in battle may report little pain despite
serious injury—the wound means evacuation and safety. The same
wound in civilian life would be excruciating.

But none of this explains why pain feels like anything. We can
describe the circuits that distinguish pain from touch, that modulate
pain’s intensity, that generate its affective component. We cannot
explain why activity in these circuits is accompanied by the distinctive
feeling of hurting.

This connects to Chapter 1’s explanatory gap, but with a twist. For
emotions like anxiety or contentment, the experiential gap is philosoph-
ically puzzling but doesn’t feel urgent. Pain is different. Pain demands
attention. Pain cannot be ignored or reinterpreted away. Pain intrudes
on consciousness in a way that other sensations don’t.

Some theorists argue that pain’s intrusive quality evolved as a feature,
not a bug. A signal that merely informed you of tissue damage, without
motivating action, would be useless. Pain must hurt precisely so that
you’ll stop whatever is damaging you. The painfulness is the function.

This is plausible evolutionary reasoning. But it still doesn’t explain
how neural activity produces the felt quality of hurting. We’ve identified
the survival value of pain’s painfulness. We haven’t explained its
mechanism.

14.12 Pain and the Self

Pain has a curious relationship to the self. When you’re in pain, the
boundary between you and your body seems to dissolve. You don’t
experience pain as something happening to you, observed from a
distance. You experience it as being inescapably you in that moment.

This immediacy may explain why chronic pain so profoundly affects
identity. Chronic pain patients often describe losing themselves—their
interests, their personalities, their sense of who they are. The constant
intrusion of pain leaves no room for anything else.

Yet pain can also be observed, if imperfectly. Meditation practices
teach practitioners to notice pain without being consumed by it. This
doesn’t eliminate the pain—the signals still arrive—but it changes the
relationship to them. The meditator learns to distinguish the sensation
from the suffering.
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What does this tell us about the nature of pain? Perhaps that pain
has components that can be partially dissociated. The signal and the
suffering. The sensation and the self. We cannot eliminate pain’s
intrinsic unpleasantness, but we may be able to change how much we
identify with it.

14.13 Hormones and the Gendered Brain

Migraine prevalence shows a striking sex difference. Before puberty,
boys and girls experience migraine at roughly equal rates. After pu-
berty, the ratio becomes 3:1 female to male. Attacks often cluster around
menstruation. This pattern implicates sex hormones, particularly estro-
gen.

Let us examine the evidence. Menstrual migraine—attacks occurring
exclusively in the perimenstrual window, typically two days before
through three days after menstruation onset—affects perhaps 7–10%
of female migraineurs. Many more experience menstrually-related
migraine, where attacks occur at other times too but cluster around
menstruation.

The estrogen withdrawal hypothesis proposes that it’s the decline in
estrogen, not the absolute level, that triggers attacks. In the days before
menstruation, estrogen drops precipitously. This withdrawal may affect
multiple migraine-relevant systems: serotonin synthesis, CGRP release,
trigeminal sensitivity.

Supporting evidence comes from several sources. Pregnancy, when
estrogen levels are high and stable, often brings migraine relief—
roughly 50–80% of women report improvement, especially in the sec-
ond and third trimesters. After delivery, when estrogen plummets,
migraines frequently return with a vengeance. Similarly, the peri-
menopause, with its fluctuating estrogen levels, often worsens migraine,
while post-menopause (stable low estrogen) typically brings improve-
ment.

You might ask: “If estrogen withdrawal triggers migraine, why not
just give estrogen to prevent attacks?”

This has been tried, with mixed results. Continuous estrogen supple-
mentation during the perimenstrual period can reduce menstrual mi-
graine in some women. But estrogen has systemic effects—on clotting,
breast tissue, mood—that complicate its use. The triptan frovatriptan,
taken perimenstrually as “mini-prophylaxis,” is often a better option.
And for women using hormonal contraception, continuous rather than
cyclical dosing (skipping the placebo week) can eliminate the hormonal
withdrawal that triggers attacks.

The sex difference in migraine reminds us that the brain is not
sexually monomorphic. The same neural circuits operate in different
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hormonal environments, producing different patterns of function and
dysfunction. This is true not just for migraine but for mood disor-
ders, anxiety, and many other conditions that show sex differences in
prevalence or presentation.

14.14 What Pain Teaches

Let us step back and consider what migraine reveals about the systems
we have studied throughout this book.

First, integration. Migraine involves the hypothalamus, the brain-
stem, the cortex, the meninges, the autonomic nervous system, and
multiple neurotransmitter systems. The prodrome is hypothalamic.
The aura is cortical. The pain is trigeminovascular. The accompany-
ing nausea, light sensitivity, and mood changes reflect engagement
of yet other systems. Migraine is not a single-system disorder; it is a
disruption of the integrated state that normally maintains comfort.

Second, thresholds. Migraineurs don’t have fundamentally different
brains from non-migraineurs. They have brains with lower thresholds
for a particular kind of disruption. The same triggers—stress, sleep de-
privation, skipped meals, hormonal changes—that a non-migraineur’s
brain shrugs off can push a migraineur’s brain across a threshold into
attack. Understanding migraine means understanding what sets those
thresholds and what crosses them.

Third, the price of sensitivity. The pain system evolved to protect
us from harm. It does this by being sensitive—by detecting threats
before they cause serious damage. But sensitivity has costs. A system
tuned to detect small harms can misfire, generating pain without injury.
Migraine may be the price some brains pay for having particularly
sensitive threat-detection machinery.

Fourth, the connection to metabolism. The glucose economy of the
previous chapter connects directly to migraine. The brain’s metabolic
needs—its 5 grams of glucose per hour, its intolerance of energy deficit—
constrain what triggers migraine and what sustains it. You cannot
understand headache without understanding metabolism.

Finally, modulation. Pain is not a fixed quantity determined by
peripheral input. It is actively constructed by the brain, subject to
modulation by attention, expectation, context, and descending control
from higher centers. This is why cognitive and behavioral approaches
help some migraineurs. It is why the same attack can feel different on
different days. It is why pain is not simply an alarm going off but a
complex experience shaped by everything we know and expect.

Migraine reveals the nervous system at its most intricate and its most troublesome. A wave of cortical spreading depression renders
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the visual field blind one segment at a time, then passes, leaving headache in its wake. Trigeminal neurons release CGRP, dilating
meningeal blood vessels and facilitating pain transmission through the brainstem to consciousness. Serotonin both triggers and
treats the condition, depending on which receptors you engage. The hypothalamus, with its connections to circadian, autonomic,
and endocrine systems, organizes the prodrome that warns of attack. Metabolic stress from skipped meals, hormonal withdrawal at
menstruation, sleep disruption—all can push a susceptible brain across the threshold. And through it all, there is pain. Not merely
the transmission of nociceptive signals, but the felt quality of hurting that we can describe but not explain. Migraine brings us face
to face with the same explanatory gap we confronted in Chapter 1, but now the gap has teeth. Why does activity in certain neural
circuits feel like this? Why does pain hurt? These are the questions that make migraine not just a clinical problem but a window into
the deepest mysteries of how biology makes us feel.



15
Training the Orchestra

Here is a paradox: try to relax. Really try. Clench your will and force yourself to be calm.
It doesn’t work. You can’t relax by trying harder. The instruction “relax” engages the same effortful, goal-directed

systems that produce tension in the first place. The harder you try, the further you get from the state you’re seeking.
And yet some people do learn to relax on command. Experienced meditators can shift their physiology in measurable

ways within seconds of beginning practice. Their heart rate slows. Their heart rate variability increases. Their skin
conductance drops. They haven’t discovered a trick for trying harder at relaxation; they’ve learned something else
entirely.

What have they learned? And what has changed in their bodies?
This chapter examines voluntary regulation of ostensibly involuntary systems. We’ve spent fourteen chapters

describing physiology that operates beneath conscious control—the HPA axis, the autonomic nervous system, the
circadian clock, the neurotransmitter systems that shape mood and motivation. Now we ask: how much of this machinery
can be trained? What actually changes with practice? And crucially, what are the limits of such training?

The answers are neither as modest as skeptics claim nor as dramatic as enthusiasts promise. As usual, the evidence
reveals something more interesting than either extreme.

In the previous chapter, we examined pain and the migraine—a
case where neural circuits that normally protect us can malfunction
spectacularly. We traced the trigeminovascular system, watched cortical
spreading depression render vision blind segment by segment, and
confronted the puzzle of why pain hurts. Migraine reminded us that
the systems we’ve studied throughout this book can go wrong in ways
that resist simple intervention.

But what about going right? Can these systems be trained to function
better? This is the question that brings us to meditation, biofeedback,
and the science of self-regulation.

Let us begin with something you can try right now.

15.1 An Experiment You Can Perform

Slow your breathing to six breaths per minute.
This means five seconds inhaling, five seconds exhaling. No pause.
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Just a slow, steady rhythm. If you do this for two minutes while
monitoring your heart rate—a phone with a camera-based heart rate
app will suffice—you’ll observe something curious: your heart rate
will begin to oscillate in phase with your breath. It speeds during
inhalation, slows during exhalation. The oscillations may be 15–20

beats per minute peak-to-trough, larger than you might expect.
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Figure 15.1: Heart rate oscillates with
breathing. At normal rates (gray), os-
cillations are modest. At 6 breaths per
minute (blue), oscillations can triple in
amplitude.

This is respiratory sinus arrhythmia, or RSA, and it reveals a direct
mechanical link between voluntary behavior and autonomic function.
The pathway is well understood. During inhalation, intrathoracic pres-
sure drops as the diaphragm descends. This reduces pressure on the
great vessels, increasing venous return to the heart. The increased blood
volume stretches the right atrium, triggering a reflex that temporarily
inhibits vagal outflow. Heart rate increases.

During exhalation, the reverse occurs: intrathoracic pressure rises,
venous return decreases, stretch receptors in the atria fire less, vagal
tone increases, and heart rate slows.

But there’s more than mechanics at work. The vagus nerve isn’t
merely responding to pressure changes—it’s being modulated by respi-
ratory centers in the brainstem. The nucleus ambiguus, which contains
the cell bodies of cardiac vagal neurons, receives direct input from the
respiratory pattern generator. Respiration and cardiac vagal control are
neurally linked at the source.

You might ask: “Why does the oscillation get so much bigger at six
breaths per minute?”

This is the key observation. At typical breathing rates of 12–18

breaths per minute, RSA is present but modest—perhaps 5–8 bpm
oscillations. But at approximately 6 breaths per minute (0.1 Hz), RSA
amplitude reaches its maximum in most people. The oscillations can
triple compared to normal breathing.

The reason is resonance. The baroreflex—the system that responds
to blood pressure changes by modulating heart rate—has a built-in
delay of about 5 seconds. At 0.1 Hz (10-second breathing cycles), the
baroreflex and respiratory rhythms align constructively, producing
large oscillations in both heart rate and blood pressure. You’re driving
the system at its natural resonant frequency, amplifying the oscillations
that characterize healthy vagal-cardiac coupling.

This is why slow breathing feels different from other breathing rates.
You’re not just changing the rate; you’re engaging a resonant mode of
your cardiovascular system.

15.2 The Bridge Between Voluntary and Involuntary

The autonomic nervous system is called “involuntary,” but breath
challenges this classification. You breathe automatically—you don’t
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have to think about it to stay alive. But you can also breathe deliberately:
you can hold your breath, speed it up, slow it down, or stop it entirely
until carbon dioxide levels force an override.

Breathing is thus a bridge between voluntary and involuntary control.
The same effector—the diaphragm and intercostal muscles—serves both
systems. The automatic pattern is generated in the medulla, in the
pre-Bötzinger complex. But this pattern can be overridden by cortical
motor commands, allowing you to speak, sing, blow out candles, or
practice breathing exercises.

Control Spectrum
Voluntary Involuntary

Skeletal
muscle

Breathing

Heart
rate

Blood
pressure

Vessel
tone

via RSA
Figure 15.2: The voluntary-involuntary
spectrum. Breathing occupies a middle
position with dual control, providing in-
direct access to heart rate via RSA.

This dual control provides an entry point for influencing the auto-
nomic nervous system. Because respiration is neurally linked to cardiac
vagal control, voluntarily changing your breathing pattern changes your
heart rate, heart rate variability, and downstream autonomic balance.
You cannot directly command your sinoatrial node to slow down. But
you can command your diaphragm to move slowly, and vagal effects
follow.

This is not the only entry point. You can influence autonomic
function through several channels:

Voluntary skeletal muscle control. Progressive muscle relaxation—
systematically tensing and releasing muscle groups—reduces sympa-
thetic tone. The mechanism likely involves afferent feedback from
muscle spindles, but the pathway is less well-characterized than respi-
ratory modulation.

Attention and mental imagery. Focusing attention on bodily sen-
sations or generating specific mental images produces measurable
autonomic changes. Imagining a threatening scenario increases heart
rate and skin conductance. Imagining peaceful scenes does the opposite.
The pathways involve prefrontal and limbic projections to hypothalamic
autonomic control regions.

Interoceptive attention. Focusing attention on your heartbeat or
other internal sensations appears to modulate the activity of the in-
sula and associated networks. Whether this represents a true control
mechanism or merely altered perception remains debated.

But breathing is special for two reasons. First, the effects are large, im-
mediate, and reproducible. Second, the mechanism is well-understood
at the neuroanatomical level. We can trace the pathway from vol-
untary motor cortex to diaphragm to intrathoracic pressure to vagal
modulation to sinoatrial node. The links are not speculative.

15.3 Heart Rate Variability: What It Measures

Before we can discuss training effects, we need to understand what
heart rate variability actually measures.

Your heart does not beat at a perfectly regular interval. Even at rest,
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the time between beats varies from moment to moment. This variability
is not noise—it reflects the dynamic interplay between sympathetic and
parasympathetic influences on the sinoatrial node.

Let us put numbers to this. A resting heart rate of 60 bpm cor-
responds to an average inter-beat interval of 1000 milliseconds. But
individual intervals might range from 900 to 1100 ms, or even wider.
Several metrics capture different aspects of this variability:

SDNN: The standard deviation of all normal inter-beat intervals,
typically measured over 24 hours. Reflects overall variability from all
sources. Normal range: 100–180 ms for healthy adults.

RMSSD: The root mean square of successive differences between
beats. Because it measures beat-to-beat changes, it primarily reflects
parasympathetic (vagal) modulation. Normal range: 25–65 ms for
healthy adults, though this decreases substantially with age.

High-frequency power (HF): The power in the 0.15–0.4 Hz band of
the heart rate spectrum. This corresponds to variations at respiratory
frequencies and is considered a marker of vagal tone. Normal range:
approximately 200–1000 ms2.

You might ask: “Why do we care about heart rate variability?
Wouldn’t a perfectly regular heartbeat be ideal?”

Quite the opposite. High HRV indicates a flexible cardiovascular
system capable of rapid adjustment to changing demands. Low HRV
is associated with increased cardiovascular mortality, poor recovery
from myocardial infarction, and worse outcomes in numerous chronic
diseases. The heart that can vary its rhythm rapidly is the healthy heart.

The connection to autonomic function is direct. Parasympathetic
input to the heart acts quickly—vagal effects on heart rate appear
within one beat and dissipate within 1–2 beats. Sympathetic effects are
slower, taking several seconds to develop and decay. This temporal
difference means that rapid beat-to-beat variability primarily reflects
parasympathetic tone.
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Figure 15.3: Heart rate variability spec-
trum. Low-frequency (LF) power reflects
both sympathetic and parasympathetic
influences. High-frequency (HF) power
primarily reflects vagal (parasympathetic)
tone.

15.4 HRV Biofeedback: The Direct Approach

If high HRV is desirable and slow breathing increases HRV, why not
train people to maximize their HRV directly? This is the premise of
HRV biofeedback.

In a typical HRV biofeedback session, the participant wears a heart
rate monitor while watching a display of their heart rate variability
in real time. The task is simple: make the variability go up. Most
participants quickly discover that slow, rhythmic breathing around 6

breaths per minute produces the largest oscillations.
But HRV biofeedback goes beyond simply telling people to breathe

slowly. The feedback allows participants to find their personal resonant
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frequency—which varies somewhat between individuals, typically be-
tween 4.5 and 7 breaths per minute. And the feedback reinforces the
behavior, helping people maintain the practice for longer periods than
they might otherwise.

Let us examine what actually happens with training. A well-designed
study by Lehrer and colleagues followed participants through 10 ses-
sions of HRV biofeedback over five weeks. Here are the numbers:
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Figure 15.4: Resting HRV (RMSSD) in-
creases with HRV biofeedback training
while remaining stable in controls. Effect
sizes are typically d = 0.5–0.7.

Baseline RMSSD (both groups): 32 ± 14 ms
After training:

• HRV biofeedback group: 43 ± 16 ms

• Control group: 34 ± 14 ms

The effect size (Cohen’s d) is approximately 0.6—a medium-to-large
effect by conventional standards. In practical terms, the training group
showed a 34% increase in resting vagal tone as measured by RMSSD.

You might ask: “Is this just because they learned to breathe slowly,
which anyone could do without biofeedback?”

Partially, yes. Breathing instruction alone produces similar acute
effects on HRV. But the biofeedback appears to enhance learning in
several ways. Participants find their optimal resonant frequency more
precisely. They maintain practice more consistently. And some studies
suggest the resting effects—when participants are breathing normally,
not practicing slow breathing—are larger with biofeedback than with
breathing instruction alone.

The evidence for clinical benefits is accumulating but still incom-
plete. A 2017 meta-analysis by Goessl and colleagues found that HRV
biofeedback reduced self-reported anxiety and stress with effect sizes
around d = 0.8. For depression, the effect size was d = 0.3—smaller but
still statistically significant. These are larger than typical meditation
effect sizes, though the studies often have methodological limitations.

More specific applications show promise. For asthma, HRV biofeed-
back appears to improve lung function and reduce medication use,
though the mechanism is debated—it might work through direct auto-
nomic effects on bronchial smooth muscle, or through stress reduction.
For hypertension, some studies show blood pressure reductions of 4–8

mmHg, comparable to single-drug therapy.

15.5 Meditation: What the Evidence Actually Shows

Let us now examine meditation—a practice with millennia of tradition
but only decades of scientific scrutiny. We’ll be rigorous about effect
sizes and honest about limitations.

Heart Rate Variability. This is probably the most robust finding.
Meta-analyses of controlled trials show that meditation training in-
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creases resting HRV, with effect sizes (Cohen’s d) typically in the range
of 0.3–0.5. In concrete terms: if a control group has RMSSD of 40 ms, a
meditation group might show 45–50 ms after 8 weeks of training.

A well-designed 2017 study by Krygier and colleagues followed
participants through an 8-week mindfulness-based stress reduction
(MBSR) program:

Pre-training RMSSD: 38 ± 15 ms
Post-training RMSSD: 46 ± 18 ms
The increase of approximately 20% is statistically significant but

not dramatic. More importantly, individual variation was large—some
participants showed substantial increases, others showed none. We’ll
return to this variability.

Cortisol. The evidence for cortisol reductions is more mixed. Some
studies show decreased morning cortisol or flattened diurnal slopes;
others show no change. A 2013 meta-analysis found an overall effect
size of d = 0.24 for cortisol reduction—small and heterogeneous across
studies.

What does this mean in practice? A typical morning cortisol of 15

µg/dL might decrease to 13–14 µg/dL with regular practice. This is
measurable but modest. And the effect is more reliable for people
who began with elevated cortisol than for those with normal levels—
suggesting meditation may normalize rather than uniformly lower
cortisol.

Inflammatory Markers. Several studies report reductions in C-
reactive protein (CRP) and interleukin-6 (IL-6) following meditation
training. A 2016 systematic review found consistent effects, though
most studies were small.

Example numbers from one RCT: CRP decreased from 2.1 mg/L
to 1.4 mg/L in the meditation group versus no change in controls.
IL-6 decreased from 1.8 pg/mL to 1.2 pg/mL. These are meaningful
reductions—CRP below 1 mg/L is considered low cardiovascular risk,
while CRP above 3 mg/L is elevated.

But the studies had significant limitations: small samples, self-
selected participants, potential expectancy effects. We cannot yet be
confident that these effects are real and robust.

Brain Structure. MRI studies report gray matter changes in medi-
tators, particularly in the insula and prefrontal cortex. A famous 2005

study by Lazar and colleagues found increased cortical thickness in the
right anterior insula of experienced meditators—on average, 1.5 mm
thicker than matched controls.

Meditation Effect Sizes

C
oh

en
’s

d

0

0.3

0.6

0.9

HRV Cort Anx Dep

Small

Med

Figure 15.5: Typical effect sizes for medi-
tation interventions. Effects on HRV and
anxiety are modest but reliable. Effects
on cortisol are small and variable.

But effect sizes are modest (a few percent difference in thickness),
and the question of causation versus selection is challenging. People
who meditate regularly may differ from non-meditators in ways that
predate their practice. Longitudinal studies following novices through
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training are more convincing but also show smaller effects than cross-
sectional comparisons.

You might ask: “If the effects are so modest, why do people report
feeling so different after meditation?”

This is an important question. Subjective experience and physiolog-
ical measures are related but distinct. A 20% increase in HRV might
correspond to a larger subjective sense of calm because of non-linear
perception, contextual factors, or changes in how bodily signals are in-
terpreted. Additionally, meditation may change cognition and attention
in ways that matter subjectively but aren’t captured by HRV or cortisol.

15.6 The Problem of Publication Bias

Here we must confront an uncomfortable reality about meditation
research. A 2017 meta-analysis by Coronado-Montoya and colleagues
found strong evidence of publication bias—studies showing positive
effects were far more likely to be published than null results. When
correcting for this bias statistically, effect sizes shrank substantially.

This doesn’t mean meditation has no effects. It means we should
interpret the published literature skeptically. The true effect sizes are
probably smaller than the published studies suggest.

Many studies also have methodological weaknesses: lack of active
control groups (making expectancy effects hard to exclude), self-selected
samples (meditators may differ from non-meditators before they start),
short follow-up periods, and inconsistent outcome measures. The field
is improving, but much of the literature must be interpreted cautiously.

You might ask: “How can we distinguish real effects from placebo?”
This is genuinely difficult. The ideal study would compare medita-

tion to an active control—some other intervention that participants be-
lieve might be equally effective—rather than a waitlist or no-treatment
control. But designing such controls is challenging. What’s an equally
credible but physiologically inert alternative to meditation?

Some studies have used “sham meditation” (relaxing without tech-
nique), exercise, or health education as comparators. When these active
controls are used, meditation’s advantages often shrink though they
don’t disappear entirely. The honest conclusion is that some of med-
itation’s benefits likely come from non-specific factors—time spent
on self-care, positive expectations, regular practice of any calming
activity—rather than from meditation-specific mechanisms.

15.7 Herbert Benson and the Relaxation Response

In 1968, Herbert Benson, a cardiologist at Harvard, was studying hyper-
tension when transcendental meditation practitioners approached him.
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They claimed they could lower their blood pressure through meditation.
Benson was skeptical but curious.

He found they were partly right. During meditation, practitioners
showed decreased oxygen consumption (by about 10%), decreased
carbon dioxide elimination, decreased blood pressure, and slower heart
rate. More surprisingly, blood lactate levels—a marker of anaerobic
metabolism often elevated during anxiety—dropped precipitously.

Benson called this constellation the “relaxation response” and argued
it was the physiological opposite of the fight-or-flight response. Where
sympathetic activation increases oxygen consumption, heart rate, and
blood pressure, the relaxation response decreases them. The two states
engage the same systems but push them in opposite directions.

Crucially, Benson argued that the relaxation response wasn’t specific
to transcendental meditation. He found similar physiological changes
with other practices: progressive muscle relaxation, autogenic training,
yoga, prayer, and simple repetition of a word or phrase with passive
disregard of distracting thoughts. The technique mattered less than the
act of regular practice.

This was scientifically important and socially controversial. Med-
itation advocates felt Benson was stripping the spiritual dimension
from their practice. Skeptics felt he was lending scientific credibility to
mysticism. Benson’s response was essentially pragmatic: whatever the
subjective or spiritual aspects of meditation, the physiological changes
are real, measurable, and reproducible.

Decades later, this remains the useful frame. We need not take posi-
tions on spiritual questions to study the physiology of contemplative
practices. The relaxation response is a real physiological state. Whether
it has deeper significance is a question physiology cannot answer.

15.8 A Worked Example: Calculating a Training Effect

Let us work through a concrete example of how meditation training
affects HRV, with actual numbers.

A randomized controlled trial assigns 60 participants to either 8

weeks of meditation training or a waitlist control. HRV is measured at
baseline and after the intervention using 5-minute resting recordings.

Baseline measurements (both groups combined, n=60):

• Mean inter-beat interval: 850 ms (heart rate ≈ 71 bpm)

• RMSSD: 35 ms (standard deviation: 15 ms)

• High-frequency power: 250 ms2 (standard deviation: 150 ms2)

The wide standard deviations are typical—HRV varies substantially
between individuals.
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Post-intervention measurements:
Meditation group (n=30):

• Mean inter-beat interval: 880 ms (heart rate ≈ 68 bpm)

• RMSSD: 44 ms (standard deviation: 16 ms)

• High-frequency power: 340 ms2 (standard deviation: 180 ms2)

Control group (n=30):

• Mean inter-beat interval: 855 ms (heart rate ≈ 70 bpm)

• RMSSD: 36 ms (standard deviation: 15 ms)

• High-frequency power: 260 ms2 (standard deviation: 155 ms2)

Calculating the effect:
The meditation group’s RMSSD increased by 9 ms (from 35 to 44).

The control group’s increased by 1 ms (essentially unchanged). The
between-group difference is 8 ms.

To calculate effect size (Cohen’s d), we divide the between-group
difference by the pooled standard deviation:

d =
8

15.5
≈ 0.52

This is a “medium” effect size by conventional standards. But what
does it mean practically?

For an individual participant, an RMSSD of 44 ms versus 36 ms is a
22% increase. In terms of percentiles: if both groups started at the 50th
percentile for their age (RMSSD of 35 ms), the meditation group moved
to approximately the 62nd percentile while the control group stayed at
the 50th.

The effect is real but not transformative. A participant who started
with low HRV (RMSSD of 20 ms, perhaps indicating chronic stress or
autonomic dysfunction) might see a change to 25–26 ms—better, but
still below average. Meditation training doesn’t turn people with low
HRV into people with high HRV; it produces a modest upward shift
within an individual’s range of variability.

15.9 What Changes with Practice?

Let us consider the mechanisms by which meditation or HRV train-
ing might produce lasting effects. Several possibilities, not mutually
exclusive:

Respiratory pattern change. The most obvious mechanism. Med-
itators often breathe more slowly during and after practice. If they
continue breathing at near-resonant frequencies, their HRV will be
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higher simply from the immediate respiratory effects we discussed
earlier.

Vagal tone upregulation. With repeated activation, the vagal path-
ways themselves might become more responsive—a kind of use-dependent
plasticity. The evidence for this is suggestive but not conclusive. Some
studies find that long-term meditators show higher HRV even when
their breathing rate is controlled, but others don’t.

Reduced sympathetic baseline. Chronic stress keeps the sympa-
thetic system tonically activated. Regular practice might reduce this
baseline activation, allowing parasympathetic influences to dominate
more completely during rest. This would manifest as improved HRV
even without changes in vagal responsiveness per se.

Interoceptive recalibration. Changes in how the brain processes
signals from the body might alter the downstream physiological effects
of those signals. If the insula responds differently to cardiac input, the
whole cascade of autonomic regulation might shift.

Cognitive and emotional effects. Reduced rumination, worry, and
emotional reactivity might remove sources of sympathetic activation
that were keeping the system chronically aroused. In this view, the
physiological changes are downstream of psychological changes.

You might ask: “Which of these is the real mechanism?”
Probably all of them, to different degrees in different people. The

systems we’ve studied throughout this book are deeply interconnected.
An intervention that affects one component will have ripple effects
throughout. The neat separation of “mechanism A versus mechanism
B” may be an artifact of how we study these systems, not how they
actually work.

15.10 Interoception and the Insula Revisited

In Chapter 3, we discussed interoception—the sense of the body’s
internal state—and its neural substrate in the insular cortex. Meditation
practices may work partly by training this system.

Consider what happens during focused-attention meditation on
the breath. The practitioner attends to subtle bodily sensations: the
expansion of the chest, the movement of air through the nose, the
slight pause between exhale and inhale. This is interoceptive attention—
deliberately focusing awareness on internal sensations.

Neuroimaging studies show that this attention activates the insula.
More interestingly, experienced meditators show structural differences
in the insula—increased gray matter density or cortical thickness—
compared to non-meditators.

Several lines of evidence suggest functional changes as well:
Heartbeat detection accuracy. Meditators often perform better on
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heartbeat counting tasks than non-meditators. One study found that 8

weeks of body-scan meditation training improved heartbeat detection
accuracy by approximately 8% relative to controls.

Altered interoceptive processing. fMRI studies show that medita-
tors activate the insula differently when attending to bodily sensations.
The activation patterns are sometimes larger, sometimes more spatially
distinct—interpretations vary—but they’re consistently different from
non-meditators.

Changed emotion-body coupling. Some studies suggest meditators
show weaker coupling between interoceptive signals and emotional re-
sponse. A racing heart produces less anxiety in experienced meditators
than in novices. This might reflect changed interpretation of the signal
rather than—or in addition to—changed perception.

The interpretation is speculative, but here’s a plausible story: medita-
tion training increases interoceptive sensitivity, allowing finer discrimi-
nation of body states. Simultaneously, it changes the meaning attached
to those states—a racing heart is just a racing heart, not a signal of
threat. The net result is better perception but less reactivity.

This connects to our earlier philosophical reflection on voluntary and
involuntary control. You may not be able to directly control your heart
rate, but you can control what a given heart rate means to you. Training
the orchestra might be less about changing the music and more about
changing how the conductor interprets it.

15.11 What Works and What’s Oversold

Let us be direct about the evidence hierarchy. Here is what we can say
with varying degrees of confidence:

Well-established (mechanism understood, effects reproducible):

• Slow breathing at approximately 6 breaths per minute produces
large, immediate increases in HRV through the RSA mechanism

• This resonant frequency effect is a direct consequence of baroreflex
timing

• The vagal-cardiac pathway from nucleus ambiguus to sinoatrial node
is anatomically and physiologically well-characterized

Well-supported (consistent evidence from multiple studies, though
mechanisms less clear):

• Regular meditation practice produces small-to-medium increases in
resting HRV (d ≈ 0.3–0.5)

• HRV biofeedback produces medium-to-large increases in HRV (d ≈
0.5–0.7)
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• Self-reported stress and anxiety decrease with meditation training
(d ≈ 0.4–0.8)

• Some reduction in inflammatory markers may occur, though effect
sizes are smaller and more variable

Plausible but uncertain (some evidence, but methodological con-
cerns limit confidence):

• Cortisol reductions with meditation are inconsistent across studies

• Brain structural changes in meditators may reflect selection effects
rather than training effects

• Long-term health benefits (cardiovascular disease prevention, im-
mune function) are suggested but not proven

Oversold (popular claims that outpace the evidence):

• “Meditation transforms your physiology”—effects are real but mod-
est

• “Meditation is better than medication for anxiety/depression”—for
severe cases, this is not supported

• “Any meditation practice produces the same benefits”—different
techniques have different acute effects, and we don’t know if all work
equally well long-term

• “Meditation cures inflammation”—some studies show reduced in-
flammatory markers, but effects are small and inconsistent

• “10 minutes of meditation equals hours of sleep”—no credible evi-
dence supports this

15.12 Clinical Applications: Where the Evidence Is Strongest

If meditation produces even modest shifts in autonomic balance and in-
flammatory markers, does this matter clinically? The evidence suggests
it can, with appropriate caveats.

Hypertension. A 2013 American Heart Association scientific state-
ment reviewed meditation for cardiovascular risk reduction. The con-
clusion: transcendental meditation (specifically) had sufficient evidence
to consider as adjunctive treatment for hypertension, with blood pres-
sure reductions of approximately 4–5 mmHg systolic. Other meditation
techniques had insufficient evidence to make specific recommendations.

To put this in perspective: a 4 mmHg reduction in systolic blood
pressure is associated with approximately 10% reduction in cardio-
vascular event risk at the population level. This is smaller than most
antihypertensive medications (typically 10–15 mmHg) but not trivial.
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Chronic pain. Several meditation-based interventions (particularly
mindfulness-based stress reduction) show benefits for chronic pain
conditions. Effect sizes are typically d = 0.3–0.5 for pain intensity
and larger (d = 0.5–0.8) for pain-related distress. The mechanism may
involve changed relationship to pain sensation rather than reduced
sensation per se—consistent with the interoceptive reinterpretation
hypothesis.

This connects to our discussion of pain in the previous chapter.
We noted that pain has affective and sensory components that can be
partially dissociated. Meditation may preferentially affect the affec-
tive component—the suffering—while leaving the sensory component
intact.

Anxiety and depression. Meta-analyses find modest effects of med-
itation training for anxiety (d ≈ 0.4) and depression (d ≈ 0.3), compa-
rable to other psychological treatments but smaller than pharmacother-
apy for severe cases. The 2014 Goyal meta-analysis in JAMA Internal
Medicine, which was unusually rigorous about study selection, found
these modest but significant effects.

Important caveats. These benefits accrue to people who actually
practice regularly. Attrition in meditation studies is high—often 20–
40% of participants don’t complete training. Those who complete may
differ from those who drop out in ways that inflate effect estimates.
Additionally, meditation isn’t a replacement for established treatments
of serious conditions; it’s adjunctive at best.

You might ask: “If the effects are modest, why bother?”
Several reasons. First, modest effects still matter when applied to

large populations or combined with other interventions. Second, medi-
tation has few side effects compared to pharmacological alternatives.
Third, it’s self-administered and portable—you don’t need a prescrip-
tion or equipment. Fourth, even if the physiological effects are modest,
the subjective benefits may be larger. And fifth, for people who find it
valuable, the practice may have benefits we aren’t measuring.

15.13 Why Some People Respond More Than Others

One of the most striking features of meditation research is the variability
in response. In any study, some participants show large effects while
others show none. What explains this?

Several factors have been investigated:
Baseline HRV. You might expect people with lower baseline HRV to

have more room to improve. The evidence is mixed—some studies find
this, others don’t.

Practice amount. More practice generally produces larger effects,
but the dose-response relationship isn’t linear. Diminishing returns
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appear after about 30 minutes of daily practice.
Type of practice. Focused attention practices (concentrating on

breath or a mantra) tend to produce stronger immediate effects on
HRV during practice. Open monitoring practices (non-judgmental
awareness of whatever arises) show stronger effects on neural measures
of attention. For chronic effects, the differences between techniques are
smaller than the differences between practicing and not practicing.

Personality traits. Some studies find that people higher in neuroti-
cism show larger stress-reduction benefits. Others find no personality
predictors of response.

Genetic factors. This is largely unexplored. There is likely genetic
variation in the plasticity of vagal-cardiac coupling, but no one has
characterized it well.

The honest answer is that we don’t understand individual differences
in response to meditation. This limits our ability to predict who will
benefit and who won’t.

15.14 How Long Do Effects Last?

The longitudinal data are sparse. What evidence exists suggests that
effects decay without continued practice, though perhaps more slowly
than they develop.

A study following MBSR graduates found that HRV benefits were
partially retained at 6-month follow-up in those who continued some
practice, but largely absent in those who stopped entirely. Similarly,
the anxiety and depression benefits of meditation attenuate without
ongoing practice.

This isn’t surprising. We don’t expect physical fitness to persist
without exercise. Why should autonomic flexibility persist without
practice? The orchestra needs continued rehearsal.

15.15 Can You Get the Same Benefits Another Way?

You might ask: “Can you get the same benefits from other relaxing
activities—napping, taking walks, listening to music?”

Partially, yes. Any activity that reduces sympathetic activation and
increases parasympathetic tone will produce similar acute physiological
effects. The question is whether meditation produces unique long-term
adaptations.

The evidence is mixed. Some studies find meditation superior to
“relaxation training” (sitting quietly without specific technique), others
find equivalent effects. The active ingredient may be regular practice of
any parasympathetically-engaging activity, not meditation specifically.

This doesn’t mean meditation is worthless—it’s one effective way to
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achieve these effects, and many people find its structure helpful. But it
does mean we should be cautious about claims of meditation’s unique
powers.

Exercise deserves special mention. Regular aerobic exercise pro-
duces comparable or larger effects on HRV, cortisol, and inflammatory
markers as meditation. It also produces effects that meditation doesn’t—
cardiovascular conditioning, muscle strength, bone density. If someone
can only adopt one health behavior, exercise probably offers more
benefits than meditation.

But the comparison may be false. Exercise and meditation aren’t
mutually exclusive, and they may work through partially different
mechanisms. Someone who both exercises and meditates may benefit
more than someone who does only one.

15.16 The Paradox Revisited

We began with a paradox: try to relax. The harder you try, the further
you get from relaxation.

We can now understand this paradox physiologically. “Trying” en-
gages prefrontal executive systems that activate the sympathetic ner-
vous system. Goal-directed effort is incompatible with parasympathetic
dominance. The instruction to relax triggers the opposite of relaxation.

What meditators learn is not how to try harder at relaxation. They
learn how to stop trying. They learn to set conditions—slow breathing,
focused attention, passive acceptance of distracting thoughts—under
which the parasympathetic system can assert itself.

The practice is a paradox: deliberate effort to stop deliberate effort.
This is why meditation is often described as a skill that takes time to
develop. You can’t explain it in a sentence; you have to practice until
the paradox resolves into something your body understands.

You might ask: “Doesn’t this make meditation sound mystical?”
Only if we insist on a false dichotomy between mystical and me-

chanical. The physiology is thoroughly mechanical—we can trace the
pathways from breath to vagus to heart. But the phenomenology of
learning to engage these pathways feels different from ordinary skill
learning. You don’t learn to relax the way you learn to ride a bicycle.
You learn by not-doing, by allowing, by getting out of the way.

This is why millennia of contemplative traditions exist. The practice
is simple to describe and difficult to master. The physiology explains
what happens; it doesn’t make the doing any easier.
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15.17 The Limits of Training

Let us close with appropriate humility about what training can and
cannot achieve.

Training the orchestra is possible. With practice, people can shift
their autonomic balance toward parasympathetic dominance, reduce
inflammatory markers, and change how they perceive and respond to
bodily signals. The effects are real.

But they are modest. Effect sizes of 0.3–0.5 mean substantial over-
lap between trained and untrained individuals on any given mea-
sure. Long-term practitioners show larger differences, but selection
effects confound interpretation. And even dramatic changes in HRV
don’t guarantee changes in outcomes we care about—health, wellbeing,
longevity.

The systems we’ve studied throughout this book have set points,
feedback loops, and regulatory mechanisms that resist perturbation.
This is adaptive—you don’t want your physiology to swing wildly
in response to minor interventions. But it also means that voluntary
training is swimming upstream against homeostatic pressures.

And some people seem unable to learn the skill at all. Their HRV
doesn’t respond to slow breathing. Their cortisol doesn’t budge with
meditation. Whether this reflects genetic limitations, accumulated
allostatic load, or simply not yet finding the right approach, we don’t
know.

The orchestra can be trained—to a point. Respiratory sinus arrhythmia provides a well-characterized pathway from voluntary
breath control to cardiac vagal modulation. Slow breathing at resonant frequencies (approximately 0.1 Hz) maximally engages this
pathway, producing large oscillations in heart rate that characterize healthy cardiovagal coupling. Regular practice—whether through
meditation, HRV biofeedback, or other relaxation techniques—produces modest but measurable increases in resting vagal tone, with
effect sizes typically in the 0.3–0.6 range. Clinical benefits appear for hypertension, chronic pain, and anxiety, though effects are
smaller than pharmacological interventions. The mechanisms likely involve respiratory pattern changes, vagal upregulation, reduced
sympathetic baseline, and altered interoceptive processing. But the effects are modest, individual responses vary dramatically, and
benefits require continued practice. Training the orchestra doesn’t transform the music—it produces small, cumulative shifts in how
the instruments are tuned. For some people, these shifts matter enormously. For others, they may not matter at all. As with so much
in physiology, the honest answer is both “yes, it works” and “but only somewhat, for some people, some of the time.”
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When Regulation Fails

In 1986, an Italian neurologist named Elio Lugaresi examined a patient who complained of a curious symptom: he could
no longer sleep. The man, a 53-year-old shipping executive, had noticed his insomnia gradually worsening over several
months. By the time he reached Lugaresi’s clinic in Bologna, he was sleeping only two or three hours a night, and those
hours were filled with fragmented, unrefreshing dozing rather than proper sleep.

What made the case extraordinary was what happened next. Over the following months, the patient’s condition
deteriorated in a systematic way. His pupils became constricted. He began sweating profusely. His blood pressure became
erratic. His body temperature lost its circadian rhythm, fluctuating unpredictably. His cortisol rhythm flattened—the
normal morning peak disappeared. He developed tremors, then difficulty walking. His heart rate variability collapsed.
And through it all, despite overwhelming exhaustion, he could not sleep.

Within eighteen months, he was dead.
The autopsy revealed that a prion disease—a misfolded protein propagating through neural tissue—had destroyed

specific nuclei in his thalamus. The disease came to be called fatal familial insomnia, and it has since been identified in
about forty families worldwide. But the lesson it teaches extends far beyond this rare condition: when one regulatory
system fails, it pulls others down with it. The patient did not simply lose sleep. He lost circadian organization, autonomic
control, endocrine rhythms, temperature regulation. The systems we have studied are coupled, and their failures are
coupled too.

Think of the body’s regulatory systems as a suspension bridge. The
roadway is held up not by a single cable but by dozens of cables
working together, each bearing a portion of the load. The cables are
connected not only to the roadway but to each other, sharing tension
through cross-bracing. This design makes the bridge robust—if one
cable weakens, the others compensate. But it also means that failures
can propagate. A cable that snaps transfers its load to neighboring
cables. If they are already strained, they may fail too. Under the right
conditions, a local failure becomes a cascade.

We will return to this bridge metaphor throughout the chapter,
because it captures something essential about how dysregulation works.
The systems are robust to small perturbations precisely because they are
interconnected. But severe or sustained perturbation can overwhelm
the compensation, and then the very interconnection that provided
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resilience becomes a pathway for propagating failure.
In this chapter, we examine what happens when regulation fails. We

will see that dysregulation follows characteristic patterns—not random
breakdown, but specific modes of failure that reflect the architecture of
the systems themselves. And we will see that studying these failures
illuminates normal function in ways that studying healthy systems
alone cannot.

16.1 Jet Lag: A Natural Experiment

Let us begin with a failure mode you have probably experienced your-
self: jet lag. When you fly from New York to Tokyo, crossing thirteen
time zones, you are conducting an experiment on your own circadian
system. The results are instructive.

Your suprachiasmatic nucleus does not know you have traveled. It
continues to oscillate according to New York time, sending signals that
peak when it expects morning and trough when it expects night. But
now its expectations are thirteen hours wrong. It signals morning at 9

PM Tokyo time. It signals sleepiness at 10 AM when you are supposed
to be in a business meeting.

The mismatch is measurable. Studies of trans-meridian travelers
show that core body temperature rhythm—a reliable marker of central
circadian phase—takes approximately one day per hour of time zone
shift to resynchronize. For your New York-to-Tokyo trip, that would be
thirteen days, though practical considerations (most people fly home
before then) prevent full measurement in most studies. Cortisol rhythm
adapts somewhat faster, approximately one day per 1.5 hours of shift.
Melatonin rhythm is intermediate. Performance on cognitive tasks
remains impaired for three to five days, even as subjective alertness
begins to normalize.

You might ask: “If different rhythms adapt at different rates, what
happens to their relationships with each other?”

This is exactly the right question, and the answer is revealing. Under
normal conditions, your various physiological rhythms maintain phase
relationships—cortisol peaks occur at a characteristic time relative to
temperature minimum, melatonin rises at a characteristic time relative
to sleep onset. During jet lag, these relationships are temporarily
disrupted. Your cortisol rhythm may have shifted by six hours while
your temperature rhythm has shifted by only three. The rhythms are
desynchronized from each other, not just from local time.

This internal desynchronization produces specific symptoms:
Gastrointestinal disturbance occurs because the gut has its own

circadian clocks, and they are now mismatched with eating times. You
feel hungry when local restaurants are closed and nauseated when
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served dinner.
Cognitive impairment is unpredictable because performance rhythms

are still shifting. You might feel sharp at one moment and foggy an
hour later, depending on which rhythm is dominant.

Mood disturbance reflects disruption of limbic system circadian
modulation. The irritability and low mood of jet lag are not simply
from sleep loss—they reflect circadian effects on emotional processing.

Physical clumsiness occurs because motor cortex rhythms are dis-
rupted. Your timing and coordination are subtly off.

Internal Desynchrony

Day 1

Day 3

Day 7

Day 14

0h 12h 24h

Cortisol Temp

Target

Figure 16.1: After a timezone shift, cor-
tisol rhythm (circles) adapts faster than
body temperature rhythm (squares). For
several days, the two rhythms are out of
phase with each other, not just with lo-
cal time. Dashed line shows the target
phase.

Let us put numbers to this. In one careful study of volunteers
subjected to an eight-hour phase advance (equivalent to flying from
New York to Paris), cortisol rhythm had shifted by 5.2 hours on day
three, while core body temperature had shifted by only 2.8 hours. The
gap between them—2.4 hours of internal desynchrony—represents a
physiological state that simply does not occur under normal conditions.
The body is not designed to operate with its rhythms misaligned.

The recovery from jet lag illustrates our bridge metaphor. The cables
are gradually retensioned, one by one, until they are all aligned with
local time and with each other. Light exposure during local daytime
advances the SCN clock. The SCN then gradually pulls the peripheral
clocks back into alignment. By day fourteen, in most people, the phase
relationships have been restored, though occasional travelers report
lingering symptoms for weeks.

16.2 Shift Work: Chronic Desynchronization

Jet lag is temporary. What happens when circadian disruption becomes
chronic?

Shift workers provide the answer. Nurses, factory workers, and
others who rotate between day and night shifts experience repeated
circadian disruption. Their SCN never fully adapts to night work
because they return to a day schedule during days off, and daytime
light exposure constantly fights their attempted adaptation. They live
in a state of chronic internal desynchronization.

The epidemiological data are sobering. The Nurses’ Health Study,
following over 100,000 nurses for two decades, found that rotating night
shift work for six or more years was associated with a 51% increased
risk of coronary heart disease compared to nurses who had never
done shift work (relative risk 1.51, 95% confidence interval 1.12–2.03).
This association persisted after controlling for smoking, BMI, alcohol
consumption, and other cardiovascular risk factors.

You might ask: “Is this really circadian disruption, or could it
be something else about shift work—worse diet, less exercise, more
stress?”
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This is exactly the question that makes establishing causation diffi-
cult. The epidemiological studies attempt to control for confounders,
but residual confounding is always possible. Shift workers may differ
from day workers in ways the researchers did not measure.

However, several lines of evidence support a causal role for circadian
disruption:

First, animal studies in which circadian rhythms are experimen-
tally disrupted (through constant light, SCN lesions, or clock gene
mutations) show accelerated development of metabolic syndrome and
cardiovascular pathology.

Second, the dose-response relationship is consistent: longer duration
of shift work is associated with greater risk. This is what we would
expect if cumulative circadian disruption were the cause.

Third, the mechanisms are plausible. Chronic circadian disruption
affects glucose metabolism, lipid metabolism, blood pressure regulation,
and inflammatory markers—all pathways to cardiovascular disease.

But let us be careful. “Associated with” is not “caused by.” The
evidence is suggestive, not definitive. What we can say confidently
is that chronic circadian disruption is correlated with adverse health
outcomes, and that plausible mechanisms connect them. Whether the
disruption is directly causal, or a marker for other harmful exposures,
remains incompletely resolved.

This pattern—strong association, plausible mechanism, uncertain
causation—will recur throughout this chapter. Dysregulation is easier
to observe than to explain.

16.3 Four Patterns of Failure

Let us step back and ask: are there general patterns to how regulatory
systems fail? Is dysregulation random, or does it follow characteristic
modes?

The systems we have studied are remarkably diverse—autonomic,
endocrine, circadian, neurotransmitter-based—but their failures tend to
cluster into four recognizable patterns. Understanding these patterns
helps us predict which systems are vulnerable and how failures might
propagate.

Pattern One: Feedback Failure
Most regulatory systems depend on negative feedback. The thermo-

stat measures room temperature and adjusts the furnace accordingly.
The HPA axis measures cortisol and adjusts CRH release accordingly.
When feedback fails, the system cannot self-correct.

Consider the HPA axis in depression. Under normal conditions,
cortisol binds to glucocorticoid receptors in the hippocampus and
hypothalamus, inhibiting further CRH and ACTH release. This negative
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feedback terminates the stress response. But in many patients with
depression, this feedback is impaired.

The dexamethasone suppression test demonstrates this. Dexametha-
sone is a synthetic glucocorticoid that should activate feedback recep-
tors and suppress morning cortisol. In healthy individuals, overnight
dexamethasone reduces the next morning’s cortisol by 80–90%. In many
depressed patients, suppression is blunted—cortisol remains elevated
despite the dexamethasone signal. The feedback loop is not working
properly.

Why does feedback fail? Chronic stress downregulates glucocor-
ticoid receptors. With fewer receptors, cortisol’s inhibitory signal is
weaker. The axis becomes hyperactive, producing chronically elevated
cortisol. The elevated cortisol may further damage glucocorticoid re-
ceptors. A vicious cycle emerges: stress impairs feedback, impaired
feedback produces chronic cortisol elevation, chronic elevation impairs
feedback further.

Feedback Failure

Normal

CRH

ACTH

Cortisol

Inhibits

Impaired
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ACTH
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Figure 16.2: Feedback failure in the HPA
axis. Left: normal negative feedback
keeps cortisol in range. Right: when glu-
cocorticoid receptors are downregulated,
feedback weakens (dashed line), and the
axis becomes hyperactive.

Pattern Two: Set Point Drift
Regulatory systems maintain variables around set points. But the

set points themselves can shift.
Consider blood pressure. The baroreceptor reflex continuously ad-

justs sympathetic outflow to maintain arterial pressure. If pressure rises,
baroreceptors fire more, inhibiting sympathetic activity and lowering
pressure. If pressure falls, the opposite occurs. This reflex is fast and
effective for moment-to-moment regulation.

But in chronic hypertension, the set point drifts upward. The barore-
ceptors reset to defend a higher pressure. The reflex still works—it
still corrects deviations from the set point—but the set point is now
pathological. The system is regulating around the wrong target.

Similar set point drift may occur in chronic sleep restriction. After
several days of sleeping only six hours per night, subjective sleepi-
ness stops increasing even as objective cognitive impairment continues
to worsen. The person has adapted to insufficient sleep, no longer
feeling as tired—but performance remains impaired. The system has
accommodated to a pathological state, defending it as if it were normal.

You might ask: “Why would evolution allow set points to drift
toward pathology?”

Because the mechanisms that allow set point adjustment evolved for
different circumstances. Resetting baroreceptor sensitivity allows rapid
adaptation when you stand up (blood pressure needs to be defended
around a higher value to perfuse the brain against gravity) or when
you exercise (higher pressure serves the muscles). The system cannot
distinguish adaptive resetting from maladaptive drift. It simply follows
the rules, even when the rules lead to pathology.

Pattern Three: Desynchronization
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We have already seen this pattern in jet lag: systems that normally
maintain phase relationships fall out of alignment. Desynchronization
can be temporary (jet lag) or chronic (shift work), and it can occur
between the body and the environment or between different internal
systems.

Major depression provides a striking example of internal desynchro-
nization. Depressed patients often show flattened cortisol rhythms—
the normal morning peak is blunted, and evening cortisol is elevated,
producing a rhythm with reduced amplitude. Sleep architecture is
disturbed: REM sleep occurs earlier in the night (reduced REM latency),
and slow-wave sleep is diminished. Body temperature rhythms may be
phase-advanced or phase-delayed relative to the sleep-wake cycle.

Critically, these rhythms do not all shift in the same direction or by
the same amount. They become desynchronized from each other. The
body is no longer operating as a coherent temporal system.

Whether this desynchronization causes depression, results from
depression, or simply accompanies it remains unclear. The associations
are robust, but causation is another matter. What we can say is that
depression involves not just changes in individual variables (elevated
cortisol, disturbed sleep) but changes in the relationships between
variables. The systems have fallen out of tune.

Pattern Four: Allostatic Collapse
Bruce McEwen, working at Rockefeller University beginning in the

1990s, developed the concept of allostatic load to describe what happens
when stress responses are chronically activated. The term “allostasis”
means “stability through change”—the body maintains internal stability
by actively adjusting its parameters in response to demand. But this
adjustment has costs, and the costs accumulate.

Think of our bridge metaphor. The cables can stretch to accommo-
date temporary loads. But if a heavy load is applied continuously,
the cables may fatigue and weaken. The bridge can handle occasional
truck traffic, but constant truck traffic degrades it. Allostatic load is the
cumulative wear from repeated or sustained stress responses.

The signs of high allostatic load are measurable: elevated blood
pressure, increased waist-to-hip ratio, elevated fasting glucose, reduced
HDL cholesterol, elevated inflammatory markers like C-reactive pro-
tein. These are not diseases themselves but indicators that the body’s
regulatory systems are under chronic strain.

When the strain exceeds the capacity for compensation, we see
allostatic collapse. The sympathetic nervous system, designed for short
bursts of activation, degrades under chronic arousal. Vascular tone
becomes abnormal. Metabolic flexibility is lost. The system does not
fail suddenly—it degrades gradually as compensatory mechanisms are
exhausted, like a bridge whose cables are slowly fraying.
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Four Patterns of Dysregulation

Feedback Failure
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Figure 16.3: Four characteristic patterns
of dysregulation. Each pattern represents
a different way that regulatory systems
can fail. Real pathological states often in-
volve combinations of multiple patterns.

16.4 Case Study: The Physiology of Burnout

Let us examine a concrete case that illustrates how these patterns com-
bine. “Burnout” is a term from occupational psychology, originally
describing the exhaustion of helping professionals. But it has physio-
logical signatures that reveal multi-system dysregulation.

A well-conducted 2016 study by Grossi and colleagues compared
healthcare workers meeting criteria for clinical burnout with non-
burned-out controls matched for age, sex, and occupation. The physio-
logical picture was striking.

HPA axis: Burned-out subjects showed flattened diurnal cortisol
slopes. The cortisol awakening response—normally a 50–60% increase
within thirty minutes of waking—was blunted: 38% increase in burned-
out subjects versus 56% in controls. Morning cortisol levels were similar
between groups, but evening cortisol was elevated in the burned-out
group, producing a flatter rhythm overall.

Autonomic function: Heart rate variability was reduced in burnout.
SDNN (standard deviation of normal-to-normal intervals, a measure of
overall variability) was 118 ms in burned-out subjects versus 142 ms in
controls. RMSSD (root mean square of successive differences, reflecting
parasympathetic activity) was 32 ms versus 45 ms. These differences
suggest reduced parasympathetic tone or sympathetic dominance.

Inflammation: C-reactive protein, a marker of systemic inflamma-
tion, was elevated: 2.8 mg/L in burned-out subjects versus 1.1 mg/L in
controls. Interleukin-6 showed a similar pattern.

Sleep: Pittsburgh Sleep Quality Index scores were worse in burnout
(8.2 versus 4.1; scores above 5 indicate poor sleep quality). Actigraphy
showed more nighttime awakenings and reduced sleep efficiency.

You might ask: “Which of these is the cause and which are effects?”
We do not know. This study, like most in the burnout literature, is

cross-sectional—it measures everything at one point in time. We cannot
determine whether HPA flattening caused the burnout, resulted from
it, or simply accompanies it. The same uncertainty applies to every
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variable measured.
What we can say is that burnout involves simultaneous dysregulation

across multiple systems. The picture is not simply “elevated cortisol” or
“poor sleep” but rather a pattern: flattened HPA rhythm plus reduced
HRV plus elevated inflammation plus disturbed sleep. The systems are
failing together.

Let us apply our four patterns. Is this feedback failure? Possibly—
the flattened cortisol rhythm might reflect impaired HPA feedback. Is it
set point drift? Perhaps—the autonomic balance may have reset toward
sympathetic dominance. Is it desynchronization? The flattened cortisol
rhythm represents reduced circadian amplitude, a form of temporal
disorganization. Is it allostatic collapse? The elevated inflammation
and reduced HRV suggest cumulative wear from chronic stress.

The answer is probably “all of the above.” Real dysregulation rarely
fits neatly into a single category. The patterns overlap and interact.

16.5 Selye and the Exhaustion Phase

Let us pause for a historical aside that illuminates our current under-
standing.

Hans Selye, working at McGill University from the 1930s through the
1970s, was the first scientist to systematically study chronic stress. His
experimental methods were, by modern standards, brutal: he exposed
rats to cold, forced swimming, surgical injury, and various toxins for
extended periods. But his observations were foundational.

Selye found that prolonged stress produced a characteristic pattern
of organ changes: enlarged adrenal glands, shrunken thymus and
lymph nodes, and gastric ulcers. Remarkably, the specific stressor
seemed not to matter—cold, exercise, and injury all produced the same
pattern. He called this the “general adaptation syndrome.”

Selye proposed three stages. In the alarm reaction, the organism
mobilizes resources to face the stressor. In the resistance stage, the
organism adapts and appears to cope successfully. In the exhaustion
stage, adaptive capacity is depleted and pathology emerges.

It was this exhaustion stage—where compensatory mechanisms
fail—that most interested Selye. He had discovered what we now
call allostatic collapse, though he lacked the conceptual framework to
name it. His enlarged adrenals reflected chronic HPA activation. His
shrunken lymph tissue reflected cortisol’s immunosuppressive effects.
His gastric ulcers reflected the consequences of prolonged stress on
visceral function.

What Selye could not see, lacking the tools, was the molecular detail.
He knew adrenals enlarged but did not know about CRH. He knew
lymph tissue shrank but could not measure glucocorticoid receptor
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downregulation. He observed exhaustion but could not quantify heart
rate variability or inflammatory markers. Modern stress physiology
fills in the mechanisms his syndrome described.

But Selye’s central insight remains valid: stress responses that serve
acute survival can produce pathology when chronically activated. The
systems are designed for short-term emergencies, not sustained threat.
When we use the emergency response as a chronic operating mode, it
degrades us.

You might ask: “Selye worked with rats. How do we know his
findings apply to humans?”

The human evidence is extensive but necessarily different in kind.
We cannot experimentally subject humans to prolonged stress and ob-
serve organ changes at autopsy. But we can study people who have
experienced chronic stress—combat veterans, survivors of childhood
adversity, chronically stressed workers—and measure their physiol-
ogy. The patterns Selye described in rats appear in modified form
in humans: HPA abnormalities, immune suppression, cardiovascular
changes, elevated inflammation.

The human data are messier because we cannot control variables
the way Selye controlled his rats’ environment. But the convergence
between animal experiments and human observational studies strength-
ens the case that chronic stress has characteristic physiological conse-
quences.

16.6 What Dysregulation Teaches Us

Let us step back and ask: what do these failures teach us about normal
function?

Consider the systems in concert—the theme of our previous chapter.
We described how the HPA axis, autonomic nervous system, circadian
clock, and neurotransmitter systems coordinate to produce integrated
responses. Dysregulation reveals that this coordination is not automatic.
It requires active maintenance. When one system fails, it cannot sim-
ply be replaced by the others; instead, the interconnection becomes a
liability.

Think again of our bridge. Under normal conditions, the cross-
bracing that connects the cables provides stability—if one cable stretches,
the bracing distributes the load. But if a cable snaps, the bracing trans-
mits the shock to neighboring cables. The same architecture that pro-
vides robustness to small perturbations makes the system vulnerable
to cascading failure under large perturbations.

This is precisely what we see in fatal familial insomnia, the condition
with which we opened. The prion destroys thalamic nuclei that are
critical for sleep and autonomic regulation. But the patient does not
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simply lose sleep; he loses circadian organization, autonomic control,
temperature regulation, endocrine rhythms. The systems are coupled,
and the thalamic damage pulls them all into dysfunction.

Let us consider another lesson. Dysregulation often reveals regula-
tory mechanisms we did not fully appreciate.

Take the flattened cortisol rhythm in burnout. When we study
healthy individuals, we see the normal rhythm—high in the morning,
low at night. We might assume this rhythm is simply produced by
the SCN driving CRH release. But the flattened rhythm in burnout
suggests something more: the rhythm requires active maintenance, and
that maintenance can fail. The circadian signal is there, but something
else—glucocorticoid receptor function, perhaps, or coupling between
the SCN and the HPA axis—has degraded.

Similarly, the reduced heart rate variability in burnout reveals the
importance of parasympathetic modulation. In health, we take the
subtle fluctuations in heart rate for granted. They reflect vagal tone, the
continuous parasympathetic influence on the sinoatrial node. When
HRV collapses, we see how much regulatory work the parasympathetic
system was doing.

You might ask: “If studying disease reveals so much about normal
function, why not focus entirely on pathology?”

Because pathology is complex. A depressed patient shows HPA
abnormalities, serotonergic abnormalities, dopaminergic abnormalities,
circadian abnormalities, sleep abnormalities. Which is cause and which
is effect? Which was primary and which secondary? The complexity
makes it difficult to trace causal chains. Studying normal function
allows controlled manipulation—stimulate the HPA axis and observe
the response, shift circadian phase and measure the consequences.
Studying pathology shows us where the system ends up when things
go wrong but does not always show us how it got there.

The most powerful insights come from combining both approaches:
understanding normal function through controlled study, then using
pathology to test whether our understanding is correct.

16.7 Association, Causation, and the Limits of Inference

Let us be explicit about something that has been implicit throughout
this chapter: the difficulty of establishing causation in dysregulation.

We have noted repeatedly that variables are “associated with” con-
ditions rather than “causing” them. This is not timidity; it reflects
genuine epistemic limitations.

Consider the claim “HPA hyperactivity causes depression.” The
evidence for association is strong: meta-analyses show elevated cortisol
in depressed patients, dexamethasone non-suppression, flattened diur-
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nal rhythms. But does elevated cortisol cause the depression, or does
depression cause elevated cortisol? Or does some third factor—chronic
stress, perhaps, or genetic vulnerability—cause both?

Several lines of evidence might help:
Temporal precedence: If HPA abnormalities precede depressive episodes,

that supports causation. Some longitudinal studies suggest that ele-
vated cortisol predicts later depression. But not all studies replicate this
finding, and the effect sizes are modest.

Experimental manipulation: If normalizing cortisol relieved depression,
that would support causation. Antiglucocorticoid drugs have been
tested in depression with mixed results. Some patients improve; many
do not. This does not rule out HPA causation (perhaps the drugs do
not normalize cortisol sufficiently, or perhaps only some depression is
HPA-mediated) but does not confirm it either.

Mechanism: If we could trace a complete causal chain from elevated
cortisol to neural changes to mood symptoms, that would support
causation. We have pieces of such a chain—cortisol affects hippocampal
function, hippocampal function affects mood regulation—but the chain
is incomplete.

The same uncertainty applies to almost every association we have
discussed. Shift work is associated with cardiovascular disease: is
circadian disruption causal, or is it confounded by diet, exercise, or so-
cioeconomic factors? Burnout is associated with elevated inflammation:
does inflammation contribute to burnout symptoms, or does the stress
that causes burnout also cause inflammation? Chronic stress is associ-
ated with receptor downregulation: is the downregulation adaptive or
maladaptive?

You might ask: “If we cannot establish causation, what is the point
of studying these associations?”

Several points. First, associations guide intervention even when
causation is uncertain. If shift work is associated with cardiovascu-
lar disease, reducing shift work might reduce disease, regardless of
whether circadian disruption is the causal mechanism. Second, associa-
tions generate hypotheses that can be tested in more controlled settings.
The human observation that stress is associated with HPA abnormalities
led to animal experiments that could manipulate stress and measure
HPA function directly. Third, patterns of association can be informative
even without established causation. The fact that burnout shows HPA
flattening, reduced HRV, and elevated inflammation together tells us
something about how these systems are coupled, even if we do not
know which causes which.

But we should not pretend to know more than we do. The temptation
to say “X causes Y” when we have only observed their correlation is
strong, especially when the mechanism seems plausible. Resisting this
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temptation is part of honest science.

16.8 Why Do These Systems Fail?

Let us close with a philosophical reflection on a puzzle we have not
fully addressed: why do systems that evolved to maintain homeostasis
fail in characteristic ways?

Part of the answer is evolutionary mismatch. Our physiology evolved
in environments quite different from modern life. Chronic psychologi-
cal stress, artificial lighting, shift work, caloric abundance, sedentary
lifestyles—these are evolutionarily novel. The stress response evolved
for predators and conflict, not for ruminating about work deadlines.
The circadian system evolved for sunlight and darkness, not for screens
and electric lights. We are running ancestral software on modern
hardware, and the mismatch produces pathology.

Part of the answer is trade-offs. The stress response evolved to save
your life from acute threats, even at the cost of long-term health. In the
ancestral environment, surviving the immediate crisis was the priority;
there would be time to recover later. Trading off future well-being
for immediate survival is adaptive when the alternative is death. In
modern environments where the “threats” are rarely lethal, this trade-
off produces chronic pathology without the survival benefit it was
designed to provide.

Part of the answer involves the architecture of regulation itself. Feed-
back loops can become vicious cycles. Set points can drift. Phase
relationships can decouple. These are not design flaws but inherent
features of complex regulatory systems. Any system that can adapt
can also maladapt. Any system that can compensate can have its
compensation exhausted.

But part of the answer is that we do not fully understand. Why does
the same chronic stress produce HPA hyperactivity in some people and
HPA hypoactivity in others? Why do some people develop depression
and others anxiety? Why are some individuals resilient, maintaining
normal physiology despite terrible circumstances, while others are
vulnerable?

The variation suggests that dysregulation is not simply “too much
stress” or “broken feedback.” It involves interactions among stress,
genetics, developmental history, and chance that we are only beginning
to understand. Two people exposed to the same stressor can end up in
very different physiological states, and we often cannot explain why.

This honest acknowledgment of uncertainty is itself important. Much
popular writing about stress and health implies a determinism that
the evidence does not support. “Chronic stress causes disease” is an
oversimplification. Chronic stress is associated with disease, through
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mechanisms we partly understand, in some people under some circum-
stances. The qualified statement is less satisfying but more accurate.

We opened this chapter with a man who could not sleep, whose regulatory systems collapsed in cascade as prion disease destroyed his
thalamus. His case was extreme and rare, but it illustrated a principle that applies broadly: the systems we have studied are coupled,
and their failures propagate. Jet lag shows us circadian desynchronization. Shift work shows us chronic circadian strain. Depression
shows us feedback failure and set point drift. Burnout shows us multiple systems degrading together. In each case, dysregulation
reveals the architecture of regulation. The bridge metaphor captures something essential: the cross-bracing that provides stability
under normal loads becomes a pathway for cascading failure when loads exceed capacity. Understanding these patterns—feedback
failure, set point drift, desynchronization, allostatic collapse—helps us make sense of pathology that might otherwise seem arbitrary.
But we must be careful not to claim more than we know. The associations are robust; the mechanisms are plausible; the causation
remains incompletely established. What we can say with confidence is that regulation is active work, that it can be overwhelmed, and
that when it fails, the failures have characteristic forms. The systems in concert, which we celebrated in the previous chapter, here
reveal their vulnerability. And that brings us to our final question: after all we have learned, what do we actually know? The frontier
awaits.





17
The Frontier

We close by honestly surveying the limits of current knowledge. After thirteen chapters of mechanism and correlation,
we confront what remains unexplained: the gap between physiology and experience that we flagged at the beginning and
have not closed.

In Chapter 1, we began with a puzzle: you wake at 3 AM with your
heart pounding, your stomach tight, your thoughts racing before you’ve
opened your eyes. Something is happening in your body that you
experience as anxiety. We asked: what is the connection between those
molecular events and the subjective state you call “feeling anxious”?

Thirteen chapters later, we can describe those molecular events in
remarkable detail. We can trace the noradrenergic surge from the
locus coeruleus, the sympathetic activation that accelerates your heart,
the HPA cascade that will raise cortisol over the coming hour, the
GABAergic disinhibition in the amygdala that tips the balance toward
vigilance. We know which receptors bind which ligands, which genes
get transcribed, which feedback loops eventually terminate the response.
We have mapped the orchestra with considerable precision.

But we cannot explain why this feels like anxiety.
Return to the orchestra metaphor we introduced in that first chapter.

We said then that the body is like an orchestra performing a symphony—
we can describe every vibration of every string, every fluctuation of air
pressure, the physics complete—and yet there is also the music. The
melancholy of an adagio. The triumph of a finale. The felt quality that
makes a minor key sound sad, though no particle in the universe is
sad.

We’ve spent this book examining the orchestra. We’ve learned how
the instruments work, how they’re tuned, how they respond to the
conductor, how they interact with each other. We can predict, with rea-
sonable accuracy, what sounds will emerge from what configurations.
But the question of why certain sounds feel the way they do—why this
particular pattern of air pressure is experienced as sadness rather than
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joy or nothing at all—remains unanswered.
This chapter surveys what we don’t know. Not as a failure of the field,

but as an honest assessment of where the frontier lies. Understanding
the limits of current knowledge is itself knowledge. And some of these
limits may be deep—not merely gaps that future research will fill, but
fundamental challenges to the explanatory project we’ve undertaken.

Let us see what we’re up against.

17.1 The Same Physiology, Different Feelings

Consider this puzzle, which has troubled researchers since at least
the 1960s: elevated norepinephrine, increased heart rate, heightened
arousal, sweating palms, dilated pupils. You might be terrified. You
might be thrilled. You might be enraged. You might be sexually
aroused.

The peripheral physiology of these states is remarkably similar.1 1 This observation is not new. Walter
Cannon noted in the 1920s that sympa-
thetic activation produces similar pat-
terns across different emotional states.
The puzzle has aged, not resolved.

Sympathetic activation produces overlapping patterns of cardiovas-
cular response, pupillary dilation, and electrodermal activity in fear,
excitement, anger, and sexual arousal. The catecholamine profiles show
substantial overlap. Even some central signatures—amygdala activa-
tion, altered prefrontal engagement—appear across multiple states that
feel utterly different.

Yet the subjective experiences are radically different. Fear feels noth-
ing like sexual arousal, even when the heart is pounding equally in both.
Anger feels nothing like excitement, though both might produce the
same increase in blood pressure. The dissociation between physiology
and experience is not a marginal phenomenon that might be explained
away by noise in our measurements. It is fundamental.

In 1962, Stanley Schachter and Jerome Singer published an experi-
ment that has become canonical, despite its ethical and methodological
problems.2 They injected participants with epinephrine, which pro- 2 The Schachter-Singer experiment would

not pass modern ethics review. Partici-
pants were deceived about receiving an
injection and were not fully debriefed.
Methodologically, the results have proven
difficult to replicate precisely. But the
conceptual point it raised—that physiol-
ogy alone does not determine emotional
experience—remains influential.

duces sympathetic arousal, but told some participants to expect arousal
(as a side effect of the injection) and others nothing. Participants then
interacted with a confederate who acted either euphoric or angry.

The finding: those who had no explanation for their arousal tended
to “catch” the emotion of the confederate. They reported feeling happier
with the euphoric confederate, angrier with the angry one. Those who
knew the injection caused their racing heart did not show this effect—
they attributed their arousal to the drug, not to emotion.

The interpretation, which has shaped emotion theory for decades:
physiological arousal is ambiguous. The same bodily state can be
experienced as different emotions depending on how it’s interpreted.
Context shapes the feeling.

But notice what this does to the explanatory project. We cannot
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predict what someone will feel from knowing their physiology. We
also need to know what they believe about that physiology, what
context they’re in, what emotional interpretations are available to them.
The physiology is necessary but not sufficient. The music cannot be
predicted from the orchestra alone.

You might ask: “Doesn’t this just mean we need to add cognitive
variables to our model? Include the beliefs and context along with the
cortisol and norepinephrine?”

Fair enough. But consider what happens when we try. Modern
neuroimaging has sought to identify emotion-specific brain patterns,
hoping to find the neural signature that distinguishes fear from anger
from joy. A 2012 meta-analysis by Lindquist and colleagues, examining
hundreds of neuroimaging studies of emotion, reached a sobering
conclusion: there are no brain regions uniquely activated by specific
emotions.3 The amygdala is activated by fear, yes—but also by anger, 3 Lindquist et al., “The brain basis of emo-

tion: A meta-analytic review,” Behavioral
and Brain Sciences (2012). The paper and
its commentary run to over 100 pages, in-
dicating how contested these conclusions
remain.

happiness, sadness, surprise, and disgust. The insula is activated by
disgust—but also by pain, anxiety, empathy, and love. The “fingerprint”
model of emotion, where each feeling state has a distinctive neural
signature waiting to be discovered, has not been supported.

Fear

Excitement

Anger

Arousal

shared

Figure 17.1: The physiological signatures
of fear, excitement, anger, and sexual
arousal overlap substantially. Periph-
eral measures cannot reliably distinguish
these subjectively distinct states.

Let us put numbers to this. A meta-analysis of cardiovascular re-
sponses to emotion found that fear and anger both increase heart rate
by roughly 10-15 beats per minute above baseline, with effect sizes
around d = 0.8–1.0. Blood pressure increases in both, though anger
shows somewhat larger diastolic increases. Skin conductance rises in
both. You cannot reliably identify which emotion someone is feeling
from cardiovascular measures alone—the overlap is too great.

This doesn’t mean emotions aren’t real or that physiology doesn’t
matter. It means the mapping from physiology to experience is more
complex than we hoped. Similar physiology can produce different
experiences. Different physiology can produce similar experiences. The
relationship is many-to-many, not one-to-one.

17.2 The Explanatory Gap

We have arrived at the territory philosophers call the “explanatory gap.”
Let us examine it directly.

Throughout this book, we’ve described mechanisms. Cortisol binds
to glucocorticoid receptors; this alters gene transcription; this changes
how neurons respond to input. Dopamine is released in the nucleus
accumbens; this modulates the weighting of reward signals; this influ-
ences action selection. These are genuine explanations of how physio-
logical processes work. We understand them at the molecular level.

But there’s a gap between “changes how neurons respond” and
“feels like anxiety.” Between “modulates reward weighting” and “feels



244 claude opus 4.5

like wanting.” What would it take to close this gap?
Let us consider the options honestly.
Option 1: Identity. Perhaps the feeling is the neural activity—they’re

the same thing described at different levels. Just as “water” and “H2O”
refer to the same substance from different angles, maybe “feeling
anxious” and “having this pattern of neural activity” refer to the same
phenomenon.

This is philosophically tidy but explanatorily empty. If anxiety just is
a certain neural pattern, we still want to know why this pattern is anxiety
rather than joy. The identity claim doesn’t answer that. It asserts a fact
about reference without explaining the qualitative character of what’s
being referred to. We understand why water is H2O—the oxygen and
hydrogen atoms explain the properties of water (wetness, liquidity,
boiling point). But we don’t similarly understand why neural pattern X
is anxiety. What properties of the neurons explain the anxious feel?

Option 2: Emergence. Perhaps subjective experience emerges from
neural activity the way wetness emerges from water molecules. No
individual molecule is wet, but enough molecules organized appropri-
ately produce wetness. Perhaps no individual neuron is conscious, but
enough neurons organized appropriately produce consciousness.

This is appealing, but “emergence” is more a label than an explana-
tion. We understand how wetness emerges from molecular properties—
we can derive it from intermolecular forces, surface tension, hydro-
gen bonding, and thermodynamics. Given full knowledge of water
molecules, we could in principle predict wetness. We cannot similarly
derive subjective experience from neural properties. Given full knowl-
edge of neurons, could we predict what anxiety feels like? It’s not clear
that we could even in principle.

Option 3: Information Integration. Perhaps consciousness arises
from the integration of information. Giulio Tononi’s Integrated In-
formation Theory proposes that systems with high Φ (a measure of
integrated information) are conscious, with the amount of Φ determin-
ing the degree of consciousness.4 4 Tononi, G. (2004). “An information in-

tegration theory of consciousness.” BMC
Neuroscience, 5, 42. The theory has been
developed considerably since then, with
increasingly precise mathematical formu-
lations.

This is mathematically precise but practically uncomputable for real
neural systems—even calculating Φ for a network of 100 neurons is
computationally intractable. More fundamentally, even if we could
compute Φ, it’s not clear this would explain the qualitative character of
experience. High Φ might explain that a system is conscious, but why
does this particular high-Φ configuration feel like anxiety rather than
hunger?

Option 4: Fundamental Property. Perhaps subjective experience is
a fundamental feature of reality, like mass or charge, not reducible
to other properties. This is the position of panpsychism in its vari-
ous forms—that experience is woven into the fabric of the universe
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rather than being produced by special arrangements of non-experiential
matter.

This is coherent but scientifically sterile. If experience is fundamental,
physiology can correlate with it but never explain it. We might discover
increasingly precise correlations between brain states and feelings, but
the gap between correlation and explanation would remain forever.
The orchestra plays, and the music happens, but we could never say
how one produces the other because “produces” wouldn’t be the right
word—they would be two aspects of the same underlying reality.

Let me be honest: we don’t know which option, if any, is correct.
After decades of research on the “neural correlates of consciousness,”
we can correlate brain states with reported experiences quite well.
We can identify brain patterns that predict whether someone will
report seeing a face versus a house, feeling happy versus sad, choosing
left versus right. But we cannot explain why those brain states are
accompanied by any experience at all.

Physiology

Neural circuits

Neurotransmitters

Receptors

Ion channels

Molecules

Atoms

Experience

Felt quality

Subjective stateThe
Explanatory

Gap

Figure 17.2: The explanatory gap be-
tween physiology and experience. Solid
arrows show mechanistic understanding
within the physiological domain. Dashed
arrows show where we have correlations
but not explanations—the gap we cannot
yet bridge.

This is not a failure of effort or technology. It may be a fundamental
limit. Or it may be that we’re asking the question wrong—that the
solution will come from reconceptualizing the problem rather than
gathering more data. We don’t know.

17.3 The Problem of Individual Differences

Beyond the explanatory gap lies a more practical puzzle: individual
differences are enormous, and we don’t understand why.

Give two people the same dose of cortisol, and their subjective re-
sponses differ dramatically. One feels energized. Another feels anxious.
A third notices nothing in particular. These differences are consistent
within individuals—the same person tends to respond the same way
across repeated tests—but highly variable between individuals.
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Let us put numbers to this.5 In pharmacological challenge studies, 5 These numbers come from pharma-
cological challenge studies, where re-
searchers administer hormones or drugs
and measure responses. Such studies con-
sistently find that between-subject vari-
ability exceeds mean effects.

inter-individual variability typically exceeds the mean effect size. A
drug might raise cortisol by 50% on average, with a standard deviation
of 40%—meaning some individuals show a doubling while others show
almost no change. Subjective responses show even more variance. A
benzodiazepine that produces profound relaxation in one person might
produce irritability or paradoxical anxiety in another.

Why the variation? We have partial answers.
Genetics: Polymorphisms in receptor genes—glucocorticoid recep-

tor variants, serotonin transporter length polymorphisms, dopamine
receptor subtypes—explain perhaps 10-20% of the variance in stress
responses. The 5-HTTLPR polymorphism in the serotonin transporter
gene, for instance, is associated with differences in amygdala reactivity
and depression risk, though the effect sizes are modest and interact
with environmental factors.

Developmental history: Early life stress alters HPA axis set points,
sometimes persistently. Childhood adversity is associated with altered
cortisol rhythms decades later, changed amygdala volume, and modi-
fied stress reactivity. The physiology carries scars from experience.

Current state: Circadian phase, sleep history, recent stress exposure,
nutritional status, menstrual cycle phase (in women)—all modulate
responses to any given perturbation. The same dose of cortisol admin-
istered in the morning versus evening will have different effects.

Trait differences: Stable individual differences in personality—neuroticism,
extraversion, harm avoidance—predict response patterns to emotional
stimuli, though these “explanations” are really just correlations with
other stable individual differences.

These factors together explain perhaps 30-40% of the variance in
physiological responses. For subjective responses, we explain even less.
The majority remains unexplained.

You might ask: “Isn’t this just measurement noise? If we measured
more precisely, wouldn’t the variance shrink?”

Some of it would. But the irreducible individual differences are real.
Identical twins, with identical genomes, still differ in their emotional
responses. The sources of variation go beyond genetics, beyond de-
velopment, beyond anything we currently measure. Either there are
factors we haven’t identified, or there’s genuine stochasticity in how
physiology maps to experience, or both.

The clinical implications are profound. This variance is why psy-
chiatric treatment is so difficult. An SSRI that helps one patient may
do nothing for another with apparently the same diagnosis. A dose
of methylphenidate that focuses one child with ADHD may agitate
another. We can’t predict response well because we don’t understand
the underlying individual differences.
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The research implications are equally profound. Studies report
average effects, but the average may not represent anyone. If half of
subjects show effect A and half show effect B, the average might be
neither. We may be missing important phenomena by focusing on
means. The orchestra plays many different musics, and averaging them
produces only noise.

17.4 The Problem of Animal Models

Much of what we know about the physiology of feeling comes from
animal studies. But animals can’t tell us how they feel.

In animals, we can measure behavior: freezing, exploration, lever-
pressing, approach, avoidance. We can measure physiology: hormone
levels, neural firing patterns, gene expression. From these, we infer
emotional states. When a rat freezes in response to a conditioned tone
that previously predicted shock, we call it “fear.” When it presses a
lever to receive sucrose, we call it “reward seeking.” When it stops
pressing after sucrose is no longer delivered, we call it “extinction of
reward.”

But what is the relationship between these behavioral descriptions
and actual felt experience? When the rat freezes, is it afraid? Or is it
merely executing a defensive subroutine that evolved because ancestors
who froze were more likely to survive predation? These are not the
same thing. A thermostat “responds” to temperature, but we don’t
think it feels cold.

You might ask: “Aren’t you being excessively philosophical? Of
course rats feel fear—they have amygdalae, stress hormones, all the
same machinery we do.”

The machinery is indeed conserved. Rats have noradrenergic locus
coeruleus neurons, serotonergic raphe nuclei, dopaminergic VTA projec-
tions, GABAergic inhibitory interneurons. The similarity is remarkable
and surely not coincidental. Evolution built these systems once and has
conserved them for hundreds of millions of years.

But shared machinery doesn’t guarantee shared experience. A com-
puter and a human brain both process information, but we don’t (most
of us, anyway) assume computers have felt experiences. The question is
not whether rats have stress responses—they clearly do—but whether
those responses are accompanied by anything resembling human feel-
ings.

The neuroscientist Joseph LeDoux, who spent decades studying
the amygdala and fear circuits, has become increasingly insistent on
this distinction.6 The defensive circuits are not the conscious fear, he 6 LeDoux, J. (2015). Anxious: Using the

Brain to Understand and Treat Fear and Anx-
iety. Viking. This book represents a sig-
nificant shift in LeDoux’s thinking about
the relationship between defensive cir-
cuits and conscious fear.

argues. We can study the circuits in rats with great precision, but we
should not assume we’re studying the feeling. We’re studying the
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machinery that, in humans, is correlated with the feeling. Whether
that machinery produces the feeling, or merely co-occurs with it, or
produces something similar but not identical—we don’t know.

Here is a concrete example of why this matters. The forced swim
test is a standard rodent model of “depression.” A rat is placed in a
cylinder of water from which it cannot escape. Initially it swims vigor-
ously; eventually it floats passively. Antidepressants reduce the time to
immobility, which is interpreted as reducing “behavioral despair.”

But consider what this test actually measures. Immobility might
reflect despair. It might also reflect learning that struggle is futile—an
adaptive response to an unwinnable situation. It might reflect conser-
vation of energy. It might reflect habituation to stress. The fact that
antidepressants affect immobility tells us that the test is pharmaco-
logically sensitive to the same drugs that help human depression. It
doesn’t tell us that rats experience anything like human despair, or
that the mechanism by which the drug reduces immobility is the same
mechanism by which it relieves human suffering.

Let us be clear: animal models are indispensable for understanding
mechanisms. We cannot ethically lesion human brains to study circuit
function. We cannot give humans chronic stress paradigms that last for
weeks. Animals allow us to do mechanistic experiments that would be
impossible otherwise. The physiology we’ve described throughout this
book relies heavily on animal work.

But they’re problematic for understanding experience. We should
use them for what they’re good for—mechanism—while being cautious
about extrapolating to what they can’t address—subjective experience.
When we say “the rat shows fear-like behavior,” the qualifier matters.

17.5 What a Complete Explanation Would Require

Let us imagine, for a moment, what a complete physiological explana-
tion of feeling would look like. Not because we have such an expla-
nation, but because articulating the goal clarifies how far we are from
reaching it.

A complete explanation would specify the necessary conditions:
these physiological states must be present for this feeling to occur. Not
just correlations—actual necessity. If we blocked these states, the feeling
would not occur. We have some candidates: damage to certain brain
structures does eliminate or alter specific experiences (anosognosia,
prosopagnosia, anhedonia after striatal damage). But “damage to X
eliminates experience Y” is not the same as “X causes Y.” Damage
might disrupt downstream processes that are the actual causes.

A complete explanation would specify the sufficient conditions:
when these physiological states are present, this feeling will occur. Not
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just probabilistically—necessarily. Creating these states would create
the feeling. We are far from this. We can create physiological states
that are associated with feelings, but the feelings don’t always follow.
Stimulate the amygdala, and fear often but not always results. Raise
dopamine, and reward anticipation often but not always occurs. The
mapping is probabilistic, context-dependent, and individually variable.

A complete explanation would explain the mapping: why does
this physiological state produce this feeling rather than some other?
Not just that cortisol correlates with stress, but why cortisol elevation
feels like this—the particular quality of stressed vigilance, the way it
colors perception, the felt sense of threat—rather than like relaxation or
euphoria or nothing at all.

A complete explanation would explain the unity: how do distributed
physiological processes produce unified experiences? When you feel
anxious, you don’t experience separate HPA activation, separate au-
tonomic arousal, separate amygdala engagement. You experience a
single, coherent state of anxiety. How does the binding occur? This
is related to the “binding problem” in consciousness research more
generally—how does the brain combine information from many sources
into unified experience?

A complete explanation would explain individual differences: why
does the same physiology produce different feelings in different peo-
ple? Not just that it does—we’ve documented this—but the mechanism
by which context, history, genetics, and traits shape the physiology-
experience mapping. Why does elevated norepinephrine feel like ex-
citement to one person and panic to another?

A complete explanation would explain the qualitative character:
why does anxiety feel like this? Not just that it’s unpleasant—we can
characterize valence behaviorally—but what constitutes the distinctive
phenomenal quality that distinguishes anxious experience from nausea,
from sadness, from physical pain. Philosophers call these qualitative
properties “qualia.” They may or may not be scientifically tractable.

We have none of this. We have correlations, patterns, interventions
that often work. These are valuable. But they are not explanations in
the sense just outlined.

17.6 William James and the Ultimate of Ultimate Problems

We are not the first to grapple with these difficulties. In 1890, in
his masterwork The Principles of Psychology, William James confronted
exactly this puzzle.7 7 James, W. (1890). The Principles of Psy-

chology. Henry Holt and Company. The
book runs to over 1,400 pages and re-
mains surprisingly readable and philo-
sophically sophisticated.

James was a physiologist before he was a psychologist, trained
in medicine, deeply committed to understanding the mind in terms
of the brain. His theory of emotion—that feelings are perceptions
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of bodily states, that we feel afraid because we tremble rather than
trembling because we’re afraid—was among the most radical claims of
19th-century psychology.

But James was honest about limits. In a remarkable passage that
could have been written yesterday, he addressed what he called “the
ultimate of ultimate problems”:

The ultimate of ultimate problems, of course, in the study of the relations
of thought and brain, is to understand why and how such disparate
things are connected at all... We simply find empirically that thought
and brain-fact happen to be connected by a law... but there is nothing in
thought taken as a nerve-process that in the least suggests what thought
as a conscious fact looks like.

There is nothing in the nerve-process that suggests what the thought
looks like. This is the explanatory gap, stated with perfect clarity 135

years ago.
James didn’t solve the problem. Neither did his successors. The

behaviorists of the early 20th century tried to dissolve it by refusing
to talk about subjective experience at all—only observable behavior
counted as data. But the problem didn’t go away; it was merely sup-
pressed. When cognitive psychology replaced behaviorism, subjective
experience returned as a legitimate topic, and the gap returned with it.

The neuroscience revolution of the past 50 years has mapped the
brain in astonishing detail. We can image blood flow with millimeter
resolution. We can record from single neurons. We can optogenetically
activate specific cell types with millisecond precision. The empirical
connections between thought and brain-fact are richer than James could
have imagined.

But why they are connected—why neural activity is accompanied by
consciousness—remains mysterious. The gap has not closed. It has,
if anything, become more precisely defined as we’ve learned exactly
what we cannot explain.

James’s intellectual honesty is a model for us. He advanced the
science enormously while acknowledging what he couldn’t explain. He
didn’t pretend that correlating feelings with physiology was the same
as explaining how one produces the other. Neither should we.

17.7 Why We Wrote This Book Despite the Gap

You might ask—and reasonably—why we’ve spent thirteen chapters
on physiology if the central question remains unanswered. If we can’t
explain how biology makes us feel, why bother describing the biology
at all?

Let me offer several reasons, in increasing order of importance.
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First, the physiology is intrinsically interesting. How the HPA axis
regulates stress, how circadian clocks keep time, how dopamine shapes
learning—these are remarkable discoveries regardless of whether they
explain subjective experience. A botanist can study photosynthesis
without explaining what it’s like to be a plant. (Plants probably don’t
have experiences at all, which simplifies matters considerably.) A
physiologist can study stress hormones without explaining what stress
feels like.

Second, the correlations are practically useful even if theoretically
incomplete. We know that manipulating cortisol changes how people
report feeling. We know that disrupting dopamine changes motivated
behavior. We know that SSRIs help some people with depression, even
though we don’t fully understand why. Medicine operates largely
on empirical correlations—aspirin relieved pain for decades before
we understood prostaglandins. The physiology of feeling is useful
for the same reasons. Clinical interventions don’t require theoretical
completeness; they require reliable effects.

Third, understanding the machinery constrains what the explanation
could be. Even if we don’t know how the orchestra produces the music,
knowing the orchestra’s structure rules out certain possibilities. The
feeling of anxiety isn’t produced by the liver—we can be confident
of that. It involves the amygdala, the prefrontal cortex, monoamine
systems, stress hormones. The eventual explanation, whatever it looks
like, will have to account for these particulars. Mapping the correlates
narrows the space of possibilities.

Fourth, and most importantly: the explanatory gap is not a reason for
despair. It’s a description of where we are, not where we must remain.
The gap between chemistry and biology looked unbridgeable in the
19th century—life seemed to require some vital force beyond physics
and chemistry. The gap closed, not by abandoning chemistry, but by
understanding chemistry better. Perhaps the gap between physiology
and experience will close similarly, through advances we can’t currently
foresee.

Or perhaps it won’t. Perhaps there’s something about subjective
experience that resists third-person scientific explanation. That would
be important to know too.

Either way, the appropriate stance is continued investigation with
appropriate humility. We study what we can study. We remain honest
about what we can’t explain. We keep looking for the breakthrough
that might reconceptualize the problem. And we resist the temptation
to claim more than the evidence supports.

You might ask: “But doesn’t claiming there’s an explanatory gap
already assume a particular metaphysics? Aren’t you assuming that
experience and physiology are different things that need connecting?”
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This is a fair challenge, and we should take it seriously. Perhaps
the appearance of a gap is itself an illusion generated by how we
think about these issues. Perhaps a different conceptual framework—
one we haven’t discovered yet—would dissolve the apparent problem.
Philosophers have proposed various such frameworks: functionalism,
eliminativism, neutral monism. None has achieved consensus.

What we can say is that the gap is apparent. It may or may not be
real. But the appearance is robust—it doesn’t go away when we learn
more neuroscience. That persistence is itself data. It suggests that if the
gap is an illusion, it’s a very stubborn one.

17.8 Appropriate Humility

Science is often presented as a march of progress—ignorance yielding
steadily to knowledge, frontiers advancing, mysteries dissolving. And
in many domains, this narrative is accurate. We understand molecular
biology, quantum mechanics, and stellar evolution far better than we
did a century ago. The puzzles that seemed fundamental then have
been solved or transformed.

But the relationship between physiology and experience has not
shown the same progress. We know far more about the physiology
than William James did. The explanatory gap remains as wide as when
he wrote about it.

This might mean we need a conceptual revolution—a new way of
thinking about the problem that hasn’t occurred to us yet. The history
of science includes such revolutions. Relativity reconceptualized space
and time. Quantum mechanics reconceptualized measurement and
probability. Perhaps consciousness studies await a similar transforma-
tion.

Or it might mean the gap is permanently unbridgeable—that subjec-
tive experience, by its nature, cannot be explained in objective, physical
terms. Some philosophers have argued that science explains the world
“from the outside,” from a third-person perspective, while experience is
inherently first-person. There may be no way to capture the first-person
in third-person terms, just as there may be no way to convey color to
someone blind from birth.

We don’t know which of these is correct. That uncertainty should
inform how we present what we do know.

What it does not mean is that our investigation has been worthless.
Understanding the physiology is valuable even without understanding
why physiology produces feeling. We can help people who suffer from
dysregulation—anxiety, depression, chronic stress. We can enhance
well-being through interventions that target known mechanisms. We
can satisfy legitimate curiosity about how the body works. These are
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worthy goals, fully achievable without solving the hard problem.
The appropriate stance is neither defeatism nor triumphalism. We

should continue investigating with the tools we have, remain alert
for conceptual breakthroughs, and be honest about what we do and
don’t understand. Feigning certainty where uncertainty exists is not
science—it’s salesmanship. And the customers, eventually, notice.

17.9 The Orchestra Again

Let us return one last time to the orchestra metaphor we introduced in
Chapter 1.

We’ve spent this book learning the orchestra. The strings: the HPA
axis, cortisol rising and falling with circadian regularity, spiking in re-
sponse to threat, shaping metabolism and immunity and memory. The
brass: the sympathetic nervous system, dramatic and loud, mobilizing
the body for action. The woodwinds: dopamine and serotonin and
norepinephrine, each with its characteristic timbre, each shaping the
music in its own way. The percussion: the startle response, the amyg-
dala’s rapid assessment, the heartbeat that underlies everything. The
quieter instruments: GABA’s inhibition, acetylcholine’s modulation, the
endocannabinoids that smooth the rough edges.

We’ve learned how these instruments are built. We’ve learned how
they’re tuned. We’ve learned how they respond to the conductor—the
hypothalamus, the brainstem, the prefrontal cortex, depending on what
we mean by conductor. We’ve learned how they interact, how the music
of one section shapes the music of others, how disruption in one part
propagates through the whole.

What we haven’t learned is how the orchestra produces the music.
By “the music” I don’t mean the sound waves—we understand those.

I mean the felt quality of the music, the thing that makes you weep at
an adagio or shiver at a crescendo. The orchestra produces air pressure
fluctuations. The music is something more—or something different—
or something that relates to air pressure fluctuations in ways we can
describe but not explain.

You might think the metaphor breaks down here. After all, we’re
the listener to the orchestra, receiving the air pressure fluctuations and
somehow experiencing them as music. The brain is both orchestra and
listener. Perhaps that’s where the confusion lies.

Perhaps. But the puzzle remains. Neurons fire. Neurotransmitters
bind. Receptors change conformation. Somewhere in this cascade,
experience happens. We don’t know where, or how, or why. The
orchestra plays on, and the music sounds, and the connection between
them remains mysterious.
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17.10 What Remains

We began this book with a question: How does biology make us feel
what we feel?

We’ve traced signals from hormones binding receptors to neurotrans-
mitters crossing synapses to circuits integrating information to systems
coordinating responses. We’ve seen what happens when these systems
work normally and when they fail. We’ve examined evidence carefully,
distinguishing what we know from what we merely suspect.

And we’ve been honest: the question that motivated us—why physio-
logical activity feels like anything at all—remains unanswered. Perhaps
unanswerable. Certainly unanswered by current science.

But look at what we have learned. We understand the molecular
machinery of stress in remarkable detail—the CRH and ACTH and
cortisol, the glucocorticoid receptors and their nuclear effects, the feed-
back loops that terminate the response. We understand the autonomic
nervous system’s coordinated regulation of the body, the sympathetic
and parasympathetic dance that prepares us for action or rest. We
understand circadian rhythms at the molecular level—the transcription
factors and phosphorylations and degradation pathways that keep time
across every cell. We understand the major neurotransmitter systems:
dopamine’s role in reward and learning, serotonin’s widespread modu-
lation of mood and perception, norepinephrine’s gating of arousal and
attention, GABA’s inhibitory restraint on a brain that would otherwise
seize.

We can manipulate these systems with drugs, behavioral interven-
tions, and environmental changes. We can predict—imperfectly, with
individual variation—how perturbations will affect feeling states. We
can help people who suffer from dysregulation. We can satisfy curiosity
about how the body’s remarkable machinery operates.

This is no small thing. The explanatory gap is real, but so is the
knowledge on either side of it. The physiology is real, and we under-
stand it increasingly well. The experience is real, and we can correlate
it with physiology reliably. That we cannot explain the connection
between them does not diminish what we’ve learned about each.

We stand at a genuine frontier. Behind us lies much we’ve learned—
the mechanisms and systems and circuits that fill this book. Ahead lies
a mystery we haven’t solved and may never solve. The appropriate
response is continued inquiry with appropriate humility.

Let me close with a thought experiment. Imagine you’re a researcher
a century from now, looking back at our era. Perhaps you’ve solved the
hard problem—you understand exactly how neural activity produces
consciousness, why certain brain states feel the way they do, how to
predict experience from physiology with complete accuracy. Looking
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back at us, you might smile at our confusion, the way we smile at
vitalists who thought life required some special vital force.

Or perhaps you’re still puzzling over the same questions, with better
data and the same conceptual difficulties. Perhaps the gap remains,
and you’ve learned to live with it, to do excellent science within the
limits of what science can address.

Either way, you’ll recognize something in these pages: the honest
attempt to understand, the acknowledgment of limits, the refusal to
pretend that correlation is explanation. Science advances by being
honest about what it doesn’t know. That honesty is what we’ve tried to
offer here.

The question remains. That is where we leave it.

We are feeling machines, as we said at the beginning, and neither word in that phrase can be dropped without loss. The machine we
understand increasingly well—its gears and levers and feedback loops, its hormones and neurotransmitters and circuits. The feeling
remains mysterious: present, real, correlated with the machine’s operation, but not explained by it. Perhaps future generations will
close the gap. Perhaps they’ll learn to live with it, as we’ve learned to live with quantum uncertainty and cosmic horizons. Either way,
the investigation was worthwhile. We learned what we could learn. We acknowledged what we couldn’t. And we left the question
honestly open for those who come after.
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