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Part 1

The Individual Decider






1
The Decision Problem

The Moment Before the Call

The final table of the World Series of Poker is a peculiar theater. Nine
hours of play have ground the field from thousands to four. The
spectators lean in behind velvet ropes. The cameras capture every
twitch. Maria Chen sits in Seat 3, her chips arranged in neat towers of
ascending denomination, and faces the kind of moment that separates
the amateurs from the professionals—not because amateurs lack skill,
but because they lack the experience of committing everything on
incomplete information.

The chip leader, a former hedge fund manager named Davidson,
has just shoved all-in. The board shows K< Tde 7é 8 2. Maria looks
at her cards again, though she has memorized them: Q& Q©. Pocket
queens—a strong hand that has become medium-strong now that a
king sits on the board.

She has forty-five seconds to decide. The clock, displayed on a
screen above the table, ticks down in red numerals. Davidson’s pulse
is visible in his neck—slightly elevated, she notes, though whether
from fear or anticipation she cannot tell. His hands were steady when
he pushed his chips forward, but that could mean anything. She has
watched him bluff twice in the past hour, once successfully, once caught.
This pattern tells her something, but not enough.

What Maria faces is not a math problem, though mathematics will
enter into her reasoning. It is not a guessing game, though she cannot
escape uncertainty. It is a decision—and what that word means, and
how one makes such decisions well, is what this book is about.

What Makes a Decision

Let us begin by clearing away the brush. Not every choice deserves the
weight we place on the word “decision.” When you select vanilla over
chocolate, you are expressing a preference, and unless the choice carries

The Pot

$2.4M

Maria: Qé QO

SN

Fold Call

Figure 1.1: Maria’s decision: risk $1.2M
to win $2.4M
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consequences beyond the immediate pleasure, there is nothing more to
say. When you calculate that 17 times 23 equals 391, you are solving a
problem with a definite answer, and the process is algorithmic. Neither
of these is a decision in the sense that matters here.

The interesting territory lies elsewhere. A decision, as we shall use
the term, requires four conditions to be met simultaneously.

First, the stakes must matter. Something you care about hangs in the
balance. Maria is not choosing between two equivalent desserts; she
is risking $1.2 million in tournament equity against the possibility of
winning $2.4 million, with her entire tournament life on the line.

Second, uncertainty must pervade the situation. You lack the infor-
mation needed to calculate the correct answer. Maria does not know
Davidson’s cards. She has beliefs about what he might hold, but these
beliefs carry substantial doubt.

Third, no algorithm suffices. You cannot follow a mechanical pro-
cedure to the solution. Chess puzzles—“white to move and mate in
three”—have correct answers that can be found through exhaustive
search. Maria’s situation does not. Even a computer analyzing ev-
ery possible hand Davidson might hold would still need to assign
probabilities to those hands, and those assignments are not mechanical.

Fourth, genuine alternatives exist. You have real options, not forced
moves. Maria can call or fold. In some situations she might raise,
though here that option has been foreclosed by Davidson’s all-in bet.
The existence of choice is what makes the situation a decision rather
than a fait accompli.

You might ask whether these four conditions are really so restrictive.
After all, most choices in life involve at least some stakes and some
uncertainty. Does choosing a restaurant for dinner count as a decision?

It can—if the stakes are high enough (a client dinner, a first date) or
the uncertainty substantial enough (an unfamiliar cuisine, a restaurant
you have never tried). Most daily choices do not rise to this level. The
framework we shall develop applies whenever all four conditions hold,
but the effort of applying it only makes sense when the stakes justify
that effort. The professional does not agonize over lunch; she saves her
analytic energy for the moments that matter.

The Decision Frame

Every decision, once recognized as such, can be examined through four
lenses. These constitute what we shall call the decision frame—mnot a
formula that produces answers, but a map that shows you the terrain
you are navigating.

The first lens is alternatives. What options do you have? This ques-
tion sounds obvious, but it is where decisions most often go wrong. Peo-

Alternatives

i

Uncertainty Decision Information

T

Values

Figure 1.2: The four elements of the deci-
sion frame



ple evaluate the options they have thought of without asking whether
there are others. Maria’s immediate alternatives are call or fold. But
zoom out and other framings appear: she might have played differently
on earlier streets to avoid this spot entirely. The alternatives you see
constrain the decisions you can make.

The second lens is information. What do you know? What could you
learn? How reliable is your knowledge? Maria knows her cards with
certainty. She knows the board with certainty. She knows Davidson’s
betting pattern on this hand and across the session. She has observed
his physical tells. But the reliability of this information varies: her cards
are certain; her interpretation of his tells is not.

The third lens is values. What are you trying to achieve? How do
you weigh different outcomes against each other? Maria cares about
maximizing her expected payout, but she also cares about survival in
the tournament, about maintaining her reputation as a strong player,
about playing in a way she will respect regardless of outcome. These
values sometimes align and sometimes conflict.

The fourth lens is uncertainty. What do you not know? How should
your ignorance affect your choice? Maria does not know Davidson’s
cards—that is obvious. But she also does not know how accurate her
read on him is, how the remaining two players will adjust if she folds,
or whether her emotional state is affecting her judgment. Uncertainty
is not a single thing but a layered structure of known unknowns and
unknown unknowns.

You might ask: if I specify all four elements, does the decision make
itself? The answer is no, and this is crucial. Clarifying the frame will
not tell you what to do. It will tell you what you are choosing between,
what you know and do not know, and what you care about. Different
people with the same frame might choose differently, because they
assess probabilities differently or weigh values differently.

Let us see how the four elements appear in other domains. A general
planning an amphibious landing faces alternatives (which beaches to as-
sault, in what sequence, with what forces), information (reconnaissance
reports, weather forecasts, enemy dispositions), values (minimizing
casualties, achieving strategic objectives, maintaining surprise), and
uncertainty (enemy reactions, weather changes, equipment failures).
The frame is the same; only the content differs.

A physician diagnosing a patient with ambiguous symptoms faces
alternatives (which tests to order, which treatments to try, whether to
refer to a specialist), information (lab results, patient history, physical
examination), values (patient welfare, resource constraints, diagnostic
certainty), and uncertainty (the accuracy of tests, the reliability of the
patient’s self-report, the likelihood of various conditions). Again, the
structure is identical.

THE UNCERTAIN DECIDER ¢
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An entrepreneur deciding whether to pivot her startup faces al-
ternatives (continue the current strategy, pivot to a new market, seek
acquisition, shut down), information (customer feedback, financial pro-
jections, competitive landscape), values (financial return, team welfare,
mission achievement), and uncertainty (market evolution, investor ap-
petite, execution risk). The decision frame organizes these elements the
same way it organizes Maria’s poker hand.

This universality is the source of the frame’s power. Once you learn
to see decisions through these four lenses, you can apply that vision
anywhere. The poker player who masters expected value calculations
finds them useful in venture capital. The military planner who develops
skill in assessing uncertainty finds that skill portable to business strat-
egy. The physician trained in diagnostic reasoning can apply similar
logic to any domain with probabilistic evidence.

Let us develop a metaphor that will serve us throughout this book.
The decision frame is like a map, and you are a traveler trying to reach
a destination. The map shows you where the roads go, where the
mountains block passage, where the rivers must be forded. It does not
tell you where you should want to go. That is your business. The map
serves understanding, not choice—but without understanding, choice
is blind.

Why, then, should we bother with the frame if it does not decide
for us? Because most bad decisions stem from failures at the framing
stage, not the evaluation stage. Studies of organizational decision-
making consistently find this pattern: the problem was defined wrong,
the alternatives were too narrow, crucial information was ignored, or
different stakeholders held different implicit values that were never
surfaced. The frame makes these failures visible before they become
disasters.

You might ask for examples of framing failures. They are every-
where once you learn to see them. The automotive executive who
frames the decision as “how do we compete with Japanese imports?”
rather than “what do customers actually want?” has already con-
strained the solution space. The hospital administrator who frames the
budget decision as “which department to cut?” rather than “how do we
deliver care more efficiently?” has predetermined certain answers. The
investor who frames the portfolio decision as “stocks versus bonds?”
rather than “what risks am I actually exposed to?” is solving a different
problem than she thinks.

The Space Between Theory and Practice

Here we must take a brief historical excursion, for the gap between
what theory recommends and what practice requires has a long and



instructive history.

The formal study of decision-making begins, arguably, with Blaise
Pascal in the 1660s. His famous wager—should one believe in God?—is
the first explicit expected value argument applied to a choice under
uncertainty. Pascal reasoned thus: if God exists and you believe, you
gain eternal bliss; if God exists and you do not believe, you suffer
eternal damnation; if God does not exist, belief costs you little while
disbelief gains you little. Therefore, whatever probability you assign
to God’s existence, you should believe, because the expected value of
belief swamps the expected value of disbelief.

The argument is logically valid. Yet people resist it, and their
resistance is instructive. They doubt the inputs: Is the probability of
God’s existence really nonzero in the relevant sense? Are the payoffs
really as Pascal describes? Is belief something one can simply choose?
Pascal’s wager illustrates both the power and the limits of formal
decision theory. The machinery works, but the conclusions are only as
good as what you feed in.

Decision theory developed through the 18th and 19th centuries, with
contributions from Daniel Bernoulli on utility and diminishing returns,
Pierre-Simon Laplace on probability, and many others.” The culmina-
tion came in 1944, when John von Neumann and Oskar Morgenstern
published Theory of Games and Economic Behavior. They proved that if
your preferences satisfy certain basic consistency requirements—if you
are “rational” in a precisely defined sense—then you behave as if you
are maximizing expected utility.

This was meant to provide a foundation. Almost immediately it
became a target. Herbert Simon showed that humans “satisfice” rather
than optimize. Maurice Allais demonstrated that people systematically
violate the axioms in predictable ways. Daniel Kahneman and Amos
Tversky documented dozens of “cognitive biases” that cause departures
from the theoretical ideal. The gap between the idealized rational agent
and the flesh-and-blood human became a research program of its own.>

You might ask whether this history matters for practical decision-
making. It does, because it shapes what we can reasonably expect from
a book like this one. We are not going to turn you into a von Neumann
rational agent. You are not one, and trying to become one would be
quixotic. The useful question is not “What would the ideal agent do?”
but “Given who I am and what I can actually accomplish, how can I do
better than I would otherwise?”

This book uses decision theory—expected value calculations, Bayesian
updating, basic game theory—but as tools, not as foundations. The
foundation is the practical reality of making choices that matter under
conditions of uncertainty. Theory serves practice, not the other way
around.

THE UNCERTAIN DECIDER 11

* Bernoulli, in 1738, resolved the St. Pe-
tersburg Paradox by proposing that peo-
ple maximize expected utility rather than
expected value—that a dollar means more
to a pauper than to a millionaire. This
insight remains foundational.

> The Allais Paradox, published in 1953,
showed that people’s preferences in cer-
tain gambles were inconsistent with ex-
pected utility theory. Kahneman and
Tversky’s Prospect Theory, developed in
the 1970s, offered an alternative model
that better described actual choice behav-
ior.
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The Expected Value of the Call

Let us return to Maria’s poker hand and work through the mathematics
explicitly. The calculation will be instructive both for what it captures
and for what it misses.

Maria must estimate what hands Davidson might hold and how her
queens fare against each possibility. Based on his betting pattern, his
historical tendencies, and her read of his physical tells, she constructs
what poker players call a “range”—a probability distribution over
possible holdings.

Her estimates run something like this.3 She gives roughly one chance
in four—call it 25%—that Davidson is bluffing with ace-high or a busted
draw. More likely, perhaps 35%, he has paired that king on the board,
giving him top pair. There is a real danger, maybe 20%, that he holds
two pair or better and has her crushed. And there remains about 20%
probability that he has made a weaker hand—a smaller pair, perhaps,
or a missed semi-bluff he is now turning into a full bluff.

Against each of these possibilities, Maria estimates how often her
queens would hold up if she calls. Against a pure bluff, she is nearly a
lock—95% to win, losing only if Davidson catches miraculous running
cards. Against a king, she is an underdog at roughly 35%, needing to
improve to a set or find some other escape. Against two pair or better,
the situation is nearly hopeless—perhaps 10% to catch a miracle. And
against a weaker made hand, she is favored at around 80%.

The expected equity of calling is the probability-weighted sum:

E[equity] = (0.25)(0.95) + (0.35)(0.35) + (0.20)(0.10) + (0.20)(0.80)
= 0.2375 + 0.1225 + 0.02 + 0.16

=0.54

Maria has 54% equity against Davidson’s range. The pot, if she
calls, will be approximately $2.4 million. She is risking her stack of
approximately $1.2 million to win it. The expected value of calling is:

E[call] = (0.54)($2.4M) — (0.46)($1.2M)
= $1.296M — $0.552M
= $744K

The expected value of folding is $o—she keeps her remaining stack
but gains nothing from this pot.

The naive conclusion: call. The expected value is positive by $744,000.

But wait. This calculation treats chips as dollars, which is correct in
a cash game but not in a tournament. In tournament poker, chips have
diminishing marginal value. Doubling your stack does not double your

3 These percentages reflect Maria’s sub-
jective judgment, informed by experience.
Different professionals might weight the
evidence differently. The calculation pro-
ceeds from whatever estimates you bring
to it.

Win

Maria

460/0

m%

Figure 1.3: Decision tree for Maria’s call

Lose




equity in the prize pool, because the player with half the chips does not
have half the chance of winning—she can still outplay her opponents,
wait for better spots, and survive.

If Maria calls and wins, she has roughly $3 million and a command-
ing chip lead. If she calls and loses, she is eliminated in fourth place,
cashing for $180,000. If she folds, she has roughly $600,000 after the
blinds and is still alive to compete for the larger prizes.

The Independent Chip Model, a mathematical framework for convert-
ing chip counts into tournament equity, would adjust these numbers. In
some configurations, the ICM calculation shows that folding has higher
expected fournament dollars even when calling has higher expected chip
count .4

We shall not work through the full ICM calculation here, but the
point is important: expected value calculations require specifying what
you are measuring. “Chips won” and “tournament dollars won” are
different quantities with different optimal strategies. The frame matters.

Maria considers these factors for another twenty seconds. Her intu-
ition says call—Davidson has shown weakness before, and this feels
like another semi-bluff. The raw EV calculation supports calling. But
the ICM consideration gives her pause.

She calls.

Davidson turns over A{> K#. He has top pair with the best possible
kicker. The deck offers Maria no help. She loses and finishes in fourth
place, collecting $180,000.

Was it a bad decision?

Here we arrive at a principle that will concern us throughout this
book: you cannot evaluate a decision by its outcome alone. Maria’s call
might have been correct even though she lost. Her estimates gave her
54% equity; she simply faced the 46% of Davidson’s range that beat her.
A correct decision that loses is still correct. An incorrect decision that
wins is still incorrect. Results are feedback, but they are noisy feedback,
and mistaking noise for signal is one of the most common errors in
decision-making.5

Why “Be Rational” Fails

“Make good decisions.” “Think clearly.” “Be rational.”

This is advice in the same sense that “get rich” and “be happy” are
advice—unobjectionable, vague, and useless. Everyone wants to decide
well. The question is how.

“Be rational” is particularly unhelpful because the word means dif-
ferent things to different people. Philosophers disagree about what
rational action requires. Economists define rationality in terms of
consistent preferences, which psychologists have shown humans sys-
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4 The ICM adjustment matters most when
the pay jumps between places are large
relative to the chips at stake. With $180K
for fourth place and $2.1M for first, the
stakes justify careful ICM analysis.

5This separation of process from out-
come is the subject of Chapter 9. An-
nie Duke calls the conflation of the two
“resulting”—evaluating decisions by re-
sults rather than by the quality of the
reasoning that produced them.
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tematically lack. Telling someone to be rational is like telling someone
to be good—it assumes they already know what goodness requires and
merely need reminding.

Consider what happens when people try to “be rational” in practice.
A manager facing a difficult hiring decision decides to be rational by
listing pros and cons for each candidate. But how does she weight the
pros against the cons? How does she account for the uncertainty in
her assessments? The list-making feels rational, but it may be no better
than her initial gut feeling dressed up in systematic clothing.

Or consider the investor who decides to be rational by building a
spreadsheet model of a potential acquisition. The model has dozens
of inputs and produces a precise expected return. But where did the
inputs come from? The revenue growth assumption of 12% per year—
is that rational? The discount rate of 8%—why not 7% or 9%? The
spreadsheet creates an illusion of precision while hiding the uncertainty
underneath. The investor feels rational but may be no closer to a good
decision.

You might ask whether these examples prove that rationality is
impossible or that people are simply doing it wrong. The answer is
neither. The examples show that “be rational” is not a method—it is an
aspiration. Aspirations are important, but they do not tell you what to
do on Monday morning when the decision is due.

You might also ask what we offer instead. The answer is: tools. Ways
of structuring problems. Methods for gathering and weighting infor-
mation. Frameworks for calculating expected value and understanding
uncertainty. Techniques for recognizing when your intuition is reliable
and when it is not.

Let us extend our map metaphor. We are not going to tell you where
to go—that depends on your values, your situation, your aspirations.
We are going to help you read the map better. We are going to teach
you to notice features of the terrain you might have missed. We are
going to point out common wrong turns and explain why travelers
take them.

The tools we offer work in the following sense: if you apply them
consistently, you will make better decisions than you would have made
without them. Better by what standard? By your own values, whatever
those are. If you care about money, these tools will help you make more
money in expectation. If you care about impact, they will help you
have more impact. If you care about multiple things that sometimes
conflict, they will help you navigate the tradeoffs more skillfully.

But we should be honest about limits. Tools are not wisdom. The best
techniques in the world will not help if you do not know what you want,
if you are deceiving yourself, or if the situation is so unprecedented that
no framework applies. Wisdom is knowing when technique applies



and when it does not, when to trust your gut and when to override it,
when to calculate and when to act.

This book can make you better at deciding. It cannot make you wise.
Wisdom requires experience—experience we hope to accelerate, but
cannot replace.

Looking Ahead

Maria made a decision. We have argued that you cannot tell whether it
was good or bad from the outcome alone. But there is another sense in
which the question “Was it a good decision?” might be asked: Was she
even solving the right problem?

Maria framed her decision as “call or fold.” This seems natural
given the situation—Davidson has bet, and she must respond. But even
within this narrow window, other framings lurk. She might have asked:

How do I maximize my chance of winning first place?’—an aggressive
framing that might favor taking risks to accumulate chips.

How do I maximize my expected tournament payout?—a framing that
accounts for ICM and might favor conservative play when survival has
value.

How do I play this hand in a way I will respect regardless of outcome?—a
framing that emphasizes process over result and might change how she
weights intuition against calculation.

The frame she used—“What is the expected value of this call?”—was
reasonable. But it was a choice, and a different frame might have led to
different reasoning and a different action.

This observation points us toward the subject of the next chapter.
Deciding well requires more than evaluating options. It requires struc-
turing the decision so that you are solving the right problem. How do
you know if your frame is correct? Can you find a better one? What
makes one framing superior to another? These are the questions that
await us.

THE UNCERTAIN DECIDER
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We began this chapter at a poker table, watching a professional navi-
gate the space between what she knows and what she does not know,
between what she wants and what she can achieve. We end it with a
clearer sense of what makes her situation a decision—stakes that matter,
irreducible uncertainty, no algorithm to follow, genuine alternatives to
choose among—and with a framework for understanding such situa-
tions: the four-element frame of alternatives, information, values, and
uncertainty.

The map does not choose your destination. But without a map, you
are not navigating—you are wandering. The chapters that follow will
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make the map more detailed, the terrain more familiar, the common
pitfalls more visible. Whether you are managing a company, treating a
patient, commanding troops, playing cards, or simply trying to live a
thoughtful life, the skills are the same. Let us continue to develop them
together.



2
Structuring Decisions

The Question Before the Question

A hospital administrator sits in her office, staring at a spreadsheet that
refuses to yield good news. The board has mandated a ten percent
reduction in operating costs, effective in six months. The number is not
negotiable—the hospital’s bond rating depends on it. She has called
a meeting of her senior staff for tomorrow morning. The agenda item
reads: “Which programs should we cut?”

It is a reasonable question. It is also, possibly, the wrong question.

Perhaps the decision should be “How do we increase revenue?” The
hospital’s outpatient imaging center runs at 60% capacity. Each MRI
slot filled at the current reimbursement rate generates $850 in margin.
There are 2,400 empty slots per year. That is $2 million in potential
revenue—more than half the required savings—from equipment that is
already paid for and staffed.

Or perhaps the question is “What can we delay rather than cut?”
The capital budget includes a $3 million equipment refresh that could
be deferred eighteen months. Maintenance can be stretched. The
retirement incentive program costs $800,000 this year but saves $1.2
million annually thereafter.

Or perhaps the question is “Who should make this decision?” The
medical staff, who understand which programs have clinical interdepen-
dencies. The community advisory board, who know which services the
underserved population cannot lose. The CFO, who sees the financial
picture. Maybe the administrator should not be deciding alone.

Each framing opens different doors and closes others. “Which pro-
grams to cut?” focuses on reduction. “How to increase revenue?”
assumes the problem is income, not expenses. “What to delay?” treats
the crisis as temporary. “Who decides?” questions whether the right
decision-maker is even at the table.

The administrator who jumps straight to evaluating programs may
make an excellent choice about the wrong problem. She may pro-

Cut programs? Raise revenue?

N

| Budget Crisis |

Delay spending? Who decides?

Figure 2.1: The same crisis admits mul-
tiple framings, each leading to different
solutions.
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duce a rigorous analysis, a defensible recommendation, a smooth
implementation—and still fail, because the whole edifice was built
on an unexamined assumption about what question she was answer-
ing.

This chapter is about the question before the question: How do you
structure a decision so that you are solving the right problem?

The Skill of Framing

In Chapter 1, we developed the decision frame—alternatives, informa-
tion, values, uncertainty—as a lens for understanding any decision.
That frame tells you what territory you are navigating. But before you
can navigate, you must draw the map. The act of drawing—of deciding
what to include and what to exclude, where to put the boundaries,
which features to emphasize—is framing.

Framing is a skill, not an algorithm. Some frames are better than
others, but there is no mechanical procedure for finding the best frame.
What we can do is develop criteria for evaluating frames and cultivate
the habit of examining our frames before we commit to them.

Let us articulate five criteria for good frames.

First criterion: A good frame includes the real alternatives.

A frame is defective if it excludes options that could actually be
chosen. “Which of these three programs should we cut?” is a worse
frame than “How should we address the budget shortfall?” if the
fourth option—raising revenue—is viable but invisible within the first
framing.

The danger is premature closure. Someone—a consultant, a board
member, a panicked administrator working late—narrows the options
before the analysis begins. The subsequent analysis is rigorous but
constrained. We optimize within an artificially restricted space, like a
chess player who considers only knight moves when the winning move
is with the bishop.

How do you know if alternatives are missing? There is no certain
test, but some signs are diagnostic. If all your options share an implicit
assumption—all involve cutting, or all involve the same technology, or
all keep the same organizational structure—you are probably inside a
single frame and missing others. If someone says “but we could also...”
and the suggestion seems reasonable, the frame may be too narrow.

Second criterion: A good frame isolates what is actually uncer-
tain.

Good frames separate the uncertain from the known. “Should we
cut the pediatric program?” is worse than “What is the long-term
financial trajectory of the pediatric program?” if we do not actually
know whether the program will remain unprofitable. The first ques-



tion assumes we know the program is a financial drag; the second
acknowledges that this might be uncertain.

Poor frames treat contingent assumptions as fixed facts. “We cannot
increase revenue” might be an assumption, not a constraint—one that
crumbles if you push on it. “The board will not accept anything but
cuts” might be a testable hypothesis, not a boundary condition. Part of
good framing is identifying which constraints are real and which are
assumed.

Third criterion: A good frame separates values from predictions.

“Should we cut the community outreach program?” conflates two
different questions: “What outcomes would result from cutting it?” (a
prediction) and “How much do we value those outcomes?” (a value
judgment). A good frame keeps these apart.

Why does this matter? Because prediction and values are resolved
differently. Predictions improve with data, analysis, and expertise.
Values clarify through reflection, discussion, and authority. Conflating
them means neither gets properly addressed. The meeting devolves
into people talking past each other—some making empirical claims,
others expressing priorities—without anyone noticing they are having
different conversations.

Fourth criterion: A good frame is actionable.

A frame that leads nowhere is useless however elegant. “What
should we do about healthcare in America?” is a bad frame for a
hospital budget decision because no action within the administrator’s
power follows from it. You can have a fascinating seminar on healthcare
policy, but when it ends, you still have not decided which programs to
cut.

The frame should point toward decisions that someone can actually
make, with resources actually available, in time that actually exists.
Frames that are too abstract, too broad, or too philosophical may be
intellectually satisfying but practically sterile.

Fifth criterion: A good frame admits of resolution.

“What is the best possible outcome?” is a bad frame because “best”
is undefined and perhaps undefinable. “Which option maximizes
expected net present value?” is better because at least there is a criterion.
“Which option would you bet on if you had to choose today?” is better
still because it forces a commitment.

The test: can you imagine saying “We have decided” under this
frame? If the frame permits endless deliberation without convergence,
it needs sharpening. A frame should create the conditions for decision,
not the conditions for permanent indecision.

You might ask whether these five criteria ever conflict. They do.
A frame that includes all alternatives might be too complex to be
actionable. A frame that is immediately actionable might exclude

THE UNCERTAIN DECIDER 19

Prediction
What happens
if we cut?

************* Decision

Values
How much do
outcomes
matter?

Figure 2.2: Good frames separate predic-
tion from values—two different questions
resolved in different ways.
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important options. Framing requires judgment about which criteria
matter most in a given situation. The criteria are guides, not algorithms.

Connecting to Chapter 1

The decision frame from Chapter 1—alternatives, information, values,
uncertainty—provides a checklist for evaluating your framing. Does
this frame reveal all the genuine alternatives? Does it correctly identify
what is uncertain versus what is known? Does it separate what we value
from what we predict? A frame that obscures any of these elements is a
frame that will mislead us, no matter how sophisticated the subsequent
analysis.

When Maria sat at the poker table facing Davidson’s all-in bet, her
immediate frame was “call or fold.” This frame was reasonable given
her situation—Davidson had bet, and she had to respond. But even
within that narrow window, other framings lurked. She might have
asked: How do I maximize my chance of winning first place? How do
I maximize my expected tournament payout? How do I play in a way I
will respect regardless of outcome?

The frame she used—*“What is the expected value of this call?”—was
defensible. But it was a choice. A different frame might have led to
different reasoning and a different action. The frame preceded the
analysis, and the analysis was only as good as the frame that shaped it.

When Decomposition Helps

Complex decisions tempt us to break them into smaller pieces. The hos-
pital administrator might decompose the budget decision: First, decide
which programs to evaluate. Then, decide the evaluation criteria. Then,
apply the criteria. Then, decide the cuts. Then, decide implementation
timing.

This decomposition has appeal. Each piece seems more manageable
than the whole. Different people can work on different pieces. Progress
feels measurable.

When does decomposition actually help?

Decomposition helps when the pieces are genuinely independent.
If the right evaluation criteria do not depend on which programs we
are evaluating, we can settle the criteria first. If program rankings do
not depend on implementation timing, we can rank first and schedule
second. Independence means that solving one piece does not change
the solution to another.

Decomposition helps when different expertise applies to differ-
ent pieces. Finance people understand costs. Clinicians understand
quality implications. HR understands labor law. Community relations



understands public perception. Decomposing the problem lets each
expert address their piece without having to master everyone else’s
domain.

Decomposition helps when uncertainty resolves at different times.
We might know program costs now but learn about reimbursement
changes next month. We might know clinical quality metrics now but
need to wait for community feedback after the town hall. Decomposing
lets us decide what we can decide now and defer what we must defer.

When Decomposition Hurts

But decomposition has a dark side.

Decomposition hurts when the pieces interact in ways the decom-
position ignores. Cutting program A affects the viability of program
B. The pediatric behavioral health unit refers patients to the child psy-
chiatry department. The orthopedic clinic shares imaging equipment
with sports medicine. Cut one and the other’s economics change.
Decomposition that treats programs as independent when they are
interdependent destroys information.

Let us put numbers to this. Suppose the pediatric behavioral health
unit loses $400,000 per year, while the child psychiatry department
makes $600,000 per year. Evaluated independently, cutting pediatric
behavioral health looks attractive—you eliminate a loss center. But 40%
of child psychiatry’s referrals come from pediatric behavioral health.
Lose those referrals and child psychiatry’s revenue drops by $360,000,
turning a $600,000 profit into a $240,000 profit. The net savings from
cutting pediatric behavioral health is not $400,000 but $160,000—and
that is before accounting for the reputation effects of eliminating a
community-visible service.

Decomposition hurts when the decomposition embeds hidden
value judgments. Choosing evaluation criteria is itself a value-laden
decision. If “cost per patient” is our criterion, we have already decided
that volume matters more than severity. If “community impact” is our
criterion, we have already decided that visibility matters. The decom-
position pretends this is just methodology—*Let’s first settle on our
criteria”—but it is actually the decision in disguise.

Decomposition hurts when accountability becomes diffuse. If dif-
ferent people decide different pieces, no one is responsible for the
whole. “I just ranked the programs; someone else chose which to cut.
Don’t blame me.” “I just set the criteria; someone else applied them.”
Decomposition can become a mechanism for evading responsibility
rather than organizing analysis.

You might ask: “Aren’t you being too cynical about decomposition?
Surely breaking a problem down is good analytical practice.”
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Sometimes. But decomposition can also be a way to avoid deciding.
“Let’s first establish our criteria” buys another meeting. “Let’s gather
more data on program outcomes” buys another quarter. Each sub-
decision generates activity without convergence. The test is whether
each piece is actually getting resolved. If six months of sub-decisions
have not brought the overall decision closer, the decomposition may be
part of the problem.

The Integration Problem

Here is the deepest difficulty with decomposition: even if each piece
is handled well, the pieces must somehow be recombined. And the
recombination is often where the real decision lurks.

Suppose we have ranked programs by three criteria: cost efficiency,
clinical quality, and community impact. Let us assign scores from 1 to

10:
Program Cost  Quality Community
Pediatric BH 3 8 9
Imaging Center 9 6 4
Geriatric Day 5 7 6
Wound Care 7 7 5

Pediatric behavioral health ranks low on cost efficiency, high on
quality, high on community impact. The imaging center ranks high
on cost, medium on quality, low on community impact. How do we
combine these rankings?

Any combination rule—weighted average, lexicographic ordering,
satisficing thresholds—embeds value judgments about how much each
criterion matters. If we weight cost twice as heavily as quality and
community, the imaging center looks better than pediatric behavioral
health. If we weight quality and community twice as heavily as cost,
pediatric behavioral health looks better. The weights are the decision.
The decomposition created the illusion of progress while deferring the
hard part.

Let us make this concrete. With weights of 0.5 for cost, 0.25 for
quality, and 0.25 for community:

Pediatric BH score = (0.5)(3) + (0.25)(8) + (0.25)(9) = 5.75
Imaging Center score = (0.5)(9) + (0.25)(6) + (0.25)(4) = 7.00

The imaging center wins. But change the weights to 0.2 for cost, 0.4
for quality, and 0.4 for community:

Pediatric BH score = (0.2)(3) + (0.4)(8) + (0.4)(9) = 7.40
Imaging Center score = (0.2)(9) + (0.4)(6) + (0.4)(4) = 5.80

Table 2.1: Hypothetical program rankings
on three criteria



Now pediatric behavioral health wins. The scores did not change.
Only the weights changed. And the weights are precisely what the
decomposition failed to determine.

A better approach: decompose when the pieces are genuinely separa-
ble, but keep the whole decision visible. Make someone responsible for
integration. Set deadlines for convergence. And be willing to abandon
the decomposition if it is not working.

The goal is not a beautiful analytical structure. The goal is a good
decision, made in time.

A Historical Aside: How Intelligence Learned to Frame

The Central Intelligence Agency has spent decades learning how to
structure decisions under uncertainty—often by failing first.*

The 1961 Bay of Pigs invasion was a framing disaster. The CIA’s
analysis asked “Can Cuban exiles successfully establish a beachhead?”
The answer, based on military assessment of the landing force and
the terrain, was cautiously optimistic. What the analysis did not ask
was “What happens in the days after the initial landing?” The frame
assumed a narrow tactical question when the real decision involved
political dynamics, Soviet response, world opinion, and the possibility
of American military escalation. The exiles established a beachhead;
within three days, without American air support that never came, they
were defeated. The frame had excluded the factors that mattered.

The intelligence failures preceding the 2003 Iraq War repeated the
pattern at a different scale. Analysts asked “Does Iraq have weapons
of mass destruction?” with high confidence that the answer was yes.
What they did not adequately ask was “How confident should we
be?” or “What evidence would change our assessment?” or “Are we
interpreting ambiguous evidence through a frame that presumes guilt?”
The confident assessments proved wrong. The frame had isolated a
question while obscuring the uncertainty surrounding it.

After these failures—and others—the intelligence community under-
took systematic reform. The result was the development of “Structured
Analytical Techniques,” now taught at the CIA’s Sherman Kent School
and used throughout the intelligence community.

These techniques include:

Key Assumptions Check. Before analysis begins, explicitly list the
assumptions that must be true for your conclusion to hold. Which
assumptions are you most uncertain about? Which would most change
your conclusion if wrong? This surfaces the hidden frame and makes it
available for challenge.

Analysis of Competing Hypotheses. List all reasonable explanations
for the evidence, not just the leading hypothesis. Score each piece of
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* The reforms described here are docu-
mented in Richards Heuer’s Psychology of
Intelligence Analysis (1999) and in subse-
quent publications from the CIA’s Center
for the Study of Intelligence.
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Figure 2.4: Analysis of Competing Hy-
potheses forces consideration of alterna-
tives.
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evidence against each hypothesis. This prevents framing that excludes
alternatives—the Bay of Pigs failure.

Red Team Analysis. Assign a team to argue the opposing case as
compellingly as possible. This combats confirmation bias within a
frame. The red team’s job is not to find the truth but to stress-test the
main analysis.

Pre-mortem Analysis. Imagine the decision has been made and failed
catastrophically. What went wrong? Working backward from imagined
failure reveals vulnerabilities that forward analysis misses.

Richards Heuer, a CIA methodologist who developed many of these
techniques, put it this way: “Analysts should be self-conscious about
their reasoning processes. They should think about how they make
judgments and reach conclusions, not just about the judgments and
conclusions themselves.”?

This is excellent advice beyond intelligence work. The goal is not
just to analyze well but to be aware of how you are analyzing—to see
the frame, not just the picture inside it.

A Business Decision Through Three Frames

Let us work through a complete example to see how different frames
lead to different analyses and different actions.

A mid-sized software company—call it Vertex Software, with annual
revenue of $48 million—discovers that its main competitor has launched
a product update matching Vertex’s core competitive advantage. Sales
have dropped 15% quarter over quarter, from $12 million to $10.2
million. The CEO asks the executive team: “What should we do?”

Frame 1: Competitive Response

Under this frame, the question becomes: “How do we beat the competi-
tor’s new product?”

The product team conducts a feature-by-feature comparison. They
identify three areas where Vertex still leads (integration depth, customer
support, uptime reliability) and four areas where the competitor has
caught up or passed them (user interface, mobile access, reporting,
pricing flexibility).

Engineering estimates development time: matching the competitor’s
UI would require six months and $1.2 million. Mobile parity would
require four months and $600,000. Enhanced reporting would require
three months and $400,000. Total: $2.2 million and approximately eight
months of focused development.

Marketing estimates that with these improvements, Vertex could
recover 60% of lost sales within eighteen months, stabilizing revenue at

* Richards Heuer, Psychology of Intelligence
Analysis, Center for the Study of Intelli-

gence, 1999.



approximately $11.4 million per quarter.

The analysis produces a clear recommendation: invest $2.2 million in
product development, launch an updated version in Q3, and emphasize
existing strengths in the interim. Expected return: approximately $4.8
million in recovered annual revenue, less the $2.2 million investment,
for net gain of $2.6 million over two years.

This is a reasonable analysis. But notice what the frame assumes:
that competition is a feature race, that customers buy primarily on
features, and that matching features will restore Vertex’s position.

Frame 2: Customer Problem

Under this frame, the question becomes: “Why are customers switch-
ing?”

The customer success team conducts exit interviews with twenty
recent churners. They discover something surprising: only five men-
tion features. Eight mention pricing structure—specifically, that the
competitor offers usage-based pricing while Vertex requires annual
contracts. Four mention implementation difficulty. Three cite concerns
about Vertex’s long-term viability given the competitive pressure.

This evidence suggests a different diagnosis. Customers are not
switching because they want better features. They are switching because
Vertex’s business model—annual contracts, complex implementation,
uncertainty about the company’s future—no longer fits their needs.

The analysis produces a different recommendation: introduce usage-
based pricing for new customers ($200,000 to implement), simplify
implementation with a self-service option ($400,000), and launch a
customer communication campaign emphasizing Vertex’s financial
stability and product roadmap ($150,000). Total investment: $750,000.

Expected return: if pricing and implementation changes reduce
churn by 50%, quarterly revenue stabilizes at $11.1 million. Less dra-
matic than the feature-matching scenario, but achieved at one-third
the investment and without the execution risk of a major development
project.

Frame 3: Business Model

Under this frame, the question becomes: “Is our current business
sustainable?”

The CFO steps back from the immediate crisis to examine industry
trends. The competitor’s feature catch-up is not an isolated event. Three
years ago, Vertex had a two-year technology lead. Two years ago, the
lead was eighteen months. Now it is gone. The pattern suggests that in
this maturing market, feature advantages are temporary and declining
in duration.
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If this trend continues, feature competition becomes a treadmill—
you must run faster and faster just to stay in place. Margins compress.
The premium pricing that supports Vertex’s cost structure becomes
indefensible. Within three to five years, the market commoditizes.

The analysis produces a third recommendation: begin transitioning
to a services model where implementation expertise and customer
success become the value proposition rather than features. Acquire a
smaller competitor with lower costs and a services orientation ($8-12
million). Prepare for platform pivot over three years.

This is the most radical response, requiring the largest investment
and the longest time horizon. It might be wrong—perhaps the competi-
tive pressure is temporary, or perhaps Vertex can maintain differentia-
tion through innovation. But if the frame is right, the other two frames
are addressing symptoms while ignoring the disease.

What Happens When Frames Compete

In a real executive discussion, all three frames might appear. The VP of
Product champions Frame 1: “Let’s ship better features—that’s what
we’re good at.” The VP of Customer Success champions Frame 2: “Let’s
fix what customers actually care about—pricing and ease of use.” The
CFO champions Frame 3: “Let’s be realistic about where this market is
going.”

Each executive can marshal evidence. Each can produce a coherent
analysis. The CEO’s job is not to average these perspectives but to
decide which frame governs—or to find a synthesis that captures what
is true in each.

Sometimes synthesis exists: improve features while fixing pricing
while preparing for longer-term repositioning. The investments can be
staged: $750,000 now for pricing and implementation, evaluate results
in six months, then decide whether to pursue the larger development
investment or the strategic pivot.

Sometimes the frames are genuinely incompatible. Resources spent
on feature development are not available for services acquisition. En-
gineering time devoted to mobile parity cannot also be devoted to
self-service implementation. Then someone must choose.

You might ask how you make that choice. Partly through analysis—
which frame has the strongest evidentiary support? Partly through
values—which risks are you more willing to bear? Partly through
judgment—which frame feels right given everything you know about
this market, this company, these competitors?

The worst outcome is frame drift—committing to no frame, pursuing
each intermittently, achieving none. The second-worst is premature
frame lock-in—grabbing the first frame that sounds reasonable and



ignoring evidence that it is wrong.
Frame discipline means choosing deliberately, documenting why,
and staying alert for evidence that the choice was mistaken.

Solving the Wrong Problem Brilliantly

There is a particular form of failure that haunts decision-making: the
brilliant solution to the wrong problem.

The analysis is impeccable. The spreadsheet models are detailed, the
sensitivities explored, the assumptions documented. The presentations
are compelling, the recommendations clear, the implementation plans
thorough. The decision process is defensible by any audit. And yet the
outcome is disastrous because the whole edifice was built on a flawed
foundation.

The Ford Edsel is the canonical example.3 Ford conducted extensive
market research, identified a gap in its product line between the Ford
brand and the Mercury brand, engineered an innovative vehicle to
fill that gap, and launched with massive marketing support. The
research was rigorous. The execution was professional. The car was a
catastrophic failure.

Why? Because the research asked “What features do customers
want in a medium-priced car?” when the market was shifting to value
economy and compactness over features and size. By the time the Edsel
launched, the gap Ford had identified no longer existed—it had been
filled by the emerging compact car segment and by changing consumer
preferences in the 1958 recession. The frame—feature optimization
for a medium-priced segment—was obsolete before the car reached
showrooms.

You might ask whether such failures are inevitable, given that the
future is uncertain. Not entirely. The structured analytical techniques
we discussed earlier—key assumptions check, competing hypotheses,
pre-mortem analysis—exist precisely to catch frame errors before they
become expensive.

The Edsel team could have asked: “What assumptions must be true
for this car to succeed?” The answer would include “The medium-
priced segment remains attractive” and “Consumer preferences remain
stable.” They could have checked these assumptions. They could have
imagined the Edsel failing and asked why. They could have assigned
someone to argue that the whole project was misconceived.

They did not. The frame was set early, and subsequent analysis
worked within it rather than questioning it.

Why is this failure mode so common? Because framing is hard
and analysis is easy, relatively speaking. Framing requires judgment,
intuition, and the willingness to question assumptions that everyone
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3 The Edsel, introduced in 1957 after years
of development and market research, was
discontinued in 1959 after losing Ford an
estimated $250 million—over $2 billion
in today’s dollars.



28 CLAUDE OPUS 4.5

has accepted. Analysis requires method, diligence, and technical skill.
Organizations reward the latter because it is visible and verifiable. “I
built a sophisticated model” is a credential. “I asked whether we were
solving the right problem” is not.

There is also a psychological asymmetry. Doubting the frame feels
disloyal, undermining, cynical. Accepting the frame and working
within it feels constructive, team-oriented, professional. The person
who keeps asking “But are we solving the right problem?” becomes
annoying. The person who delivers rigorous analysis within the existing
frame becomes valued.

Yet the greatest leverage is often at the framing stage. If you are
going to solve the wrong problem, it is better to discover this quickly
and cheaply than to execute brilliantly on a doomed foundation.

The practical implication: invest in framing. Challenge frames ex-
plicitly. Make someone responsible for asking “What problem are
we actually solving?” And accept that this work will be invisible,
unrewarded, and essential.

You Might Ask

You might ask: If framing is so important, why don’t we spend more time on
it?

Because framing is invisible work. It happens before the spread-
sheets, before the presentations, before the decisions that get recorded
and reviewed. Organizations reward analysis, not framing. A junior
analyst who produces a detailed cost comparison gets credit. The senior
person who quietly reframed the problem so it could be solved gets
none.

Also, framing feels arbitrary while analysis feels rigorous. “I built
a discounted cash flow model with three scenarios” sounds more im-
pressive than “I thought carefully about what problem we are solving.”
But the model is only as good as the question it answers.

You might ask: How do I know when I have found the “right” frame?

You probably will not know with certainty. Framing is not like
solving an equation where you can check your answer. What you can
do is check whether your frame satisfies the five criteria: Does it include
the real alternatives? Does it isolate the true uncertainties? Does it
separate values from predictions? Is it actionable? Does it admit of
resolution?

You can also test frames explicitly. “If we frame this as a cost problem,
what would we do? If we frame it as a revenue problem? If we frame
it as a timing problem?” Compare the outputs. Sometimes one frame
produces clearly better options. Sometimes the comparison reveals that
you are uncertain about something more fundamental—whether the



crisis is temporary, whether growth is possible, whether the current
strategy is viable. That uncertainty is itself useful information.

You might ask: What if different stakeholders want different frames?

Then you have a framing conflict, which is often more important
than the eventual analysis. The CFO who frames the hospital crisis as
“cost reduction” and the CMO who frames it as “quality protection” are
not disagreeing about facts—they are disagreeing about what problem
they are solving.

Sometimes framing conflicts can be resolved by finding a broader
frame that encompasses both concerns: “How do we achieve financial
sustainability while maintaining quality?” Sometimes they must be
resolved by authority: someone with decision rights chooses which
frame governs. Sometimes the conflict is the decision—if we cannot
agree on what problem we are solving, we cannot solve it together.

You might ask: Doesn't all this framing analysis just delay the decision?

It can. Framing exploration that never converges is just as dysfunc-
tional as premature closure on a bad frame. The goal is not perfect
framing; it is adequate framing in time available.

A useful heuristic: spend on framing in proportion to the stakes
and irreversibility of the decision. A hiring decision for a junior role
warrants ten minutes of framing consideration. A major acquisition
warrants weeks. The hospital budget crisis is somewhere in between—
perhaps a day of serious framing discussion before the analysis begins.

You might ask: Can’t I just let the data tell me what to do?

This is one of the most common and most dangerous framing errors.
“Data-driven decision making” sounds rigorous, but data does not tell
you what to do. Data tells you what happened, or what might happen
under certain assumptions. Converting data into decisions requires a
frame—an understanding of what alternatives exist, what outcomes
matter, and how to weigh them.

The person who says “let the data decide” has usually embedded
their frame invisibly in how the data is collected, analyzed, and inter-
preted. What counts as relevant data? What comparisons are mean-
ingful? What metrics matter? These are framing choices disguised as
methodology.

Making the frame explicit is more honest and usually produces better
decisions.

The Question Before the Question

We began with a hospital administrator facing a budget crisis and
the question “Which programs should we cut?” We end with the
recognition that this question, reasonable as it sounds, is itself a choice—
one that excludes revenue options, temporal options, authority options,
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and options we have not yet imagined.

The skill of decision-making begins before the analysis, before the
spreadsheets, before the meetings. It begins with the question: What
problem are we actually solving?

This question is uncomfortable. It is easier to accept the presenting
problem and get to work than to step back and ask whether the problem
itself is correctly specified. But the greatest leverage, and the greatest
risk, lies at the framing stage. A brilliant solution to the wrong problem
is still wrong.

Once we have framed the problem, a new question emerges: When
do we have enough information to act? The hospital administrator
might frame the budget crisis perfectly—identifying all alternatives,
understanding all stakeholders, separating one-time from permanent
cuts—and still face agonizing uncertainty about which programs will
actually survive, how patients will respond, whether the revenue en-
hancement will work.

The CEO of Vertex Software might frame the competitive challenge
through all three lenses, understand the tradeoffs among them, choose
deliberately—and still not know which strategy will prevail. The in-
telligence analyst might frame the threat assessment correctly, list all
hypotheses, check all assumptions—and still not know whether the
hostile nation is bluffing.

This is the problem of information: when to gather more, when to
act with what you have, and how to know the difference. Chapter
3 develops the expected value of information framework—a way of
calculating when more analysis helps and when it is just delay wearing
the costume of rigor.



3
The Value of Information

The Analyst’s Dilemma

At 2:47 in the morning, Sarah Torres sits in a windowless room in a
building that does not officially exist, staring at satellite imagery that
is three months old. The images show a suspected nuclear facility
in a country whose intentions toward the United States are, to use
the diplomatic term, unclear. Construction patterns. Vehicle traffic at
unusual hours. Power line installations consistent with high-energy
research. Nothing definitive, but the pattern fits.

She can request new imagery. The satellite tasking will take three
weeks and cost political capital—other analysts are competing for the
same orbital windows, and the National Reconnaissance Office keeps
score. Her assessment is due to the National Security Council in four
days. The deputy national security advisor has made clear that he
wants answers, not more questions.

The question that keeps her awake: Should she wait for better data,
or issue her assessment now?

This is not a question about nuclear weapons. It is a question about
the value of information—one of the most fundamental problems in
decision-making, and one that most people get wrong. They get it
wrong not because they are careless, but because they are careful in the
wrong way. They treat more information as obviously better, without
asking whether “better” means anything in the context of their actual
decision.

Let us be precise about what Sarah faces. She must produce an
assessment. That assessment will influence policy. The question is
not whether to decide—she must decide—but whether to decide with
what she knows now or to delay in hopes of knowing more. And this
question, it turns out, has a surprisingly clear answer once you ask it
the right way.

Think of it this way. You are walking through a dark room toward a
door on the far wall. You have a flashlight, but the battery is low—each
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use costs precious power. Should you shine the light before taking
the next step? The answer depends on what you might see. If the
floor ahead is clear regardless of what the light reveals—if you will
take the same step whether you illuminate it or not—then shining
the light wastes battery without changing your path. But if the light
might reveal an obstacle that would make you step differently, then
the illumination has value. The flashlight metaphor will serve us
throughout this chapter: information is like light in the dark, and its
value depends entirely on whether seeing changes walking.

What Could the Satellite Show?

Let us walk through Sarah’s situation in concrete detail, because the
abstraction will only make sense once we have felt the problem in our
bones.

Sarah’s assessment can say one of three things: “likely developing
weapons,” “unlikely developing weapons,” or “insufficient evidence
to assess.” Each has consequences downstream. “Likely developing”
triggers intense policy scrutiny, possibly sanctions, certainly diplomatic
activity. “Unlikely developing” releases resources and attention for
other threats. “Insufficient evidence” is the safe option intellectually
but useless operationally—it tells the policymakers nothing they can
act on, and it marks Sarah as an analyst who cannot deliver answers.

What does she know now? She has the old imagery, signals intelli-
gence suggesting increased encrypted communications, human source
reporting that mentions “the program” without specifying what pro-
gram, and historical patterns from previous weapons development
efforts by other nations. If forced to put a number on it—and in in-
telligence work, you are often forced—she might say there is a 60%
probability that weapons development is occurring.

What could the satellite reveal? Several possibilities. New construc-
tion clearly consistent with weapons production—centrifuge halls, test
facilities, hardened bunkers. This would push her confidence from
65% to perhaps 9o%. Or no change from three months ago—the same
buildings, the same vehicle patterns, the same ambiguous activity. This
would decrease her confidence to maybe 40%, suggesting that whatever
is happening is not accelerating. Or something genuinely ambiguous—
construction that could be weapons-related but could also be civilian
energy research, leaving her roughly where she is now.

But here is what keeps her staring at the ceiling instead of sleeping:
the three-week delay has its own costs. Other agencies are also assessing.
The interagency process is moving. Policy decisions are being made in
real time. The NSC meeting will happen in four days whether Sarah
has new imagery or not. If she delays, her voice might not be in the

Current belief
40% 60%
No weapons Weapons

Figure 3.1: Sarah’s prior probability: 60%
weapons development is occurring.



room when it matters. Her assessment will arrive after the decisions
are made, a postscript to a conversation that has already concluded.

There is also the political capital. Every tasking request she makes
comes at the expense of other analysts. If she is seen as crying wolf—
requesting satellite time for assessments that turn out to be unchanged—
her future requests carry less weight. The intelligence community has
long memories.

You might ask whether all this institutional politics should affect
her analytical judgment. In an ideal world, no. In the actual world,
analysts who burn their credibility on one assessment lose the ability
to influence the next ten. The game is iterated, and playing it badly has
consequences.

When Information Changes Decisions

Let us step back from Sarah’s particular situation to develop a general
framework. The question “Should I gather more information?” seems
simple, but it hides a deeper question: “What would I do differently if
I had different information?”

This is the fundamental principle of information value: information
has value when—and only when—it could change what you decide to do. If
you would choose Action A regardless of what you learn, then learning
more does not help Action A happen better. It just delays Action A.
Return to our flashlight: shining it costs battery power. If you would
take the same step regardless of what the light reveals, the illumination
is pure cost.

Let us articulate the three conditions that must all hold for informa-
tion to have value:

First, the information could come out different ways. There must
be genuine uncertainty about what you will learn. If the satellite
image will definitely show new construction, or definitely show no
change, then requesting it is not gathering information—it is waiting
for confirmation. Only if the outcome is genuinely uncertain does the
imagery contain potential information.

Second, different results would lead to different decisions. If Sarah
will recommend “likely developing weapons” whether the imagery
shows new construction or no change, then the imagery cannot affect
her recommendation. The information is real but irrelevant—it changes
her confidence but not her action.

Third, those different decisions have different expected outcomes. If
recommending “likely” versus “unlikely” has the same downstream
consequences—say, because policymakers will ignore her assessment
either way—then even though the information changes her decision, it
does not change anything that matters.
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All three conditions must hold, or the information is worthless for
this decision.?

1. Uncertain

outcome
all three
2. Changes Info has
— >
decision value

3. Decision
matters

You might ask: “But I do not know what the information will reveal—
how can I calculate its value beforehand?”

That is the key insight: you calculate over all the possibilities,
weighted by how likely each is. You do not know whether the satellite
will show new construction, but you can estimate the probability it will,
and what you would do in each case. The expected value of information
is an average across possible futures, each weighted by its probability
of occurring.

You might say: “This sounds impossibly precise for real decisions.”

The framework does not require precise numbers to be useful. Often
just walking through the structure—“What could I learn? Would it
change what I do?”—clarifies whether gathering information is worth-
while. The numbers sharpen the analysis; the structure enables it.

A Calculation with Actual Numbers

Let us make Sarah’s dilemma concrete with actual numbers, because
abstractions without calculations are just philosophy.>
Simplify Sarah’s situation to make it calculable. She must rec-

* Information might have value for future
decisions, for building expertise, or for
satisfying curiosity. The expected value
of information framework addresses the
decision at hand. If you are investing in
understanding for other purposes, that is
a different calculation.

Figure 3.2: All three conditions must hold
for information to have decision value.

>This is perhaps unfair to philosophy,
which has its uses. But for decision-
making, we need numbers we can ma-
nipulate and compare.



ommend either “Strong Response” (SR)—trigger the intense policy
apparatus—or “Wait and See” (WS)—monitor but do not escalate. Her
current probability that weapons development is real is p = 0.60.

The payoff structure, in utility units that capture the consequences:3
If weapons are real and she recommends Strong Response, she achieves
a good outcome—call it +-100 utility—because she correctly identified
a threat. If weapons are real but she recommends Wait and See, she
faces catastrophic failure: a missed threat that later materializes, careers
ending, policy disasters. That is worth —200. If there are no weapons
but she recommends Strong Response, the outcome is moderately
bad—unnecessary escalation, wasted resources, damaged diplomatic
relationships—worth perhaps —50. And if there are no weapons and
she correctly recommends Wait and See, she achieves a good outcome
(450): correct restraint, resources preserved for real threats.

Her current expected values:

E[SR] = 0.60 x (+100) + 0.40 x (—50) = 60 — 20 = +40
E[WS] = 0.60 x (—200) + 0.40 X (+50) = —120 420 = —100

She should recommend Strong Response. The expected value of her
best choice is +40.

Now suppose she waits three weeks for the satellite imagery. What
might it show?

Let us say there is a 70% chance the imagery confirms weapons

development—new construction, activity patterns consistent with weapons

production—pushing her probability to p = 0.90. There is a 30% chance
the imagery disconfirms—no new construction, patterns consistent with
civilian activity—pushing her probability to p = 0.25.

Her decisions after seeing the information:

If the imagery confirms (p = 0.90):

E[SR] = 0.90 x (+100) +0.10 x (=50) = 90 — 5 = +85
E[WS] = 0.90 x (—200) 4 0.10 X (+50) = —180+5 = —175

She recommends SR. Expected value: +85.
If the imagery disconfirms (p = 0.25):

E[SR] = 0.25 x (+100) + 0.75 x (—50) = 25 — 37.5 = —12.5
E[WS] = 0.25 x (—200) + 0.75 x (+50) = —50 + 37.5 = —12.5

She is indifferent. Let us say she chooses WS—the default when uncer-
tain.
Now we can calculate the expected value with information:

E[with info] = 0.70 x (+85) + 0.30 x (—12.5) = 59.5 — 3.75 = +55.75
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3 In practice, analysts do not assign utility
numbers to policy outcomes. But they do
make implicit tradeoffs—preferring some
errors to others, some risks to other risks.
Making these tradeoffs explicit is what
utility does.
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Figure 3.3: Without new information: SR
is optimal with expected value +40.
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The expected value of information:
EVOI = E[with info] — E[without info] = 55.75 — 40 = +15.75 utility

Should she wait for the imagery? That depends on the costs. If the
three weeks of delay and political capital cost 10 utility, the information
is worth getting (15.75 > 10). If the costs are 20 utility, it is not
(15.75 < 20).

Notice something crucial: in the “confirms” case, her decision does
not change—she recommends Strong Response either way. The value
comes entirely from the “disconfirms” case, where she would switch
from SR to WS. Information that merely reinforces what you would
already do has no decision value. It might feel reassuring, but it does
not change anything. In the flashlight metaphor: if the light reveals
clear floor and you would have stepped there anyway, the batteries were
wasted. The value came from the possibility of seeing an obstacle—and
only from that possibility.

You might say: “Those numbers are made up—real decisions are not
this clean.”

True. But the structure is real. Even rough estimates of these quan-
tities help clarify whether information is worth pursuing. And the
key insight—that information value comes only from cases where it
changes your decision—holds regardless of the specific numbers.

The Consultant’s Fee

Let us work through another example to see how the framework applies
in a business context, where the numbers are often clearer and the stakes
more concrete.

A mid-size company is considering expanding into a new market.
The CEO can decide now based on internal analysis, or hire a consulting
firm for $200,000 to provide a market assessment over eight weeks.

Outcome Probability Payoff
Expansion succeeds 55% +%$2,000,000
Expansion fails 45% —$800,000
No expansion 100% $o

Current expected values:

Table 3.1: Current situation: internal esti-
mates of expansion outcomes

E[Expand] = 0.55 x ($2M) + 0.45 x (—$800K) = $1.1M — $0.36M = +$740K

E[Don’t expand] = $0

Current best choice: Expand. Expected value: +$740, 000.
What could the consultants reveal? Based on their track record
with similar assessments, there is roughly a 40% chance they report



“favorable market conditions,” which would push the CEO’s probability
of success to around 0.80. There is about a 35% chance they report
“unfavorable conditions,” dropping her probability to 0.30. And roughly
25% of the time they come back with “mixed signals”—equivocal
findings that leave her probability essentially where it started, around
0.55.

Let us calculate decisions after each possible consulting report.

If favorable (p = 0.80):
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E[Expand] = 0.80 x ($2M) + 0.20 x (—$800K) = $1.6M — $0.16M = +$1.44M

Choose: Expand. Expected value: +$1, 440, 000.
If unfavorable (p = 0.30):

$1.44M
E[Expand] = 0.30 x ($2M) + 0.70 x (—$800K) = $0.6M — $0.56M = +$40K o 5

Choose: Expand (barely). Expected value: +$40, 000.
If mixed (p = 0.55):
Same as current. Choose: Expand. Expected value: +$740, 000.
Expected value with consulting:

E[with consultant] = 0.40 x ($1.44M) + 0.25 x ($740K) + 0.35 x ($40K)

= $576K + $185K + $14K = $775K

The expected value of information:
EVOlIgoss = $775K — $740K = $35K
Net value after the $200,000 consulting fee:
EVOIpet = $35K — $200K = —$165K

The consulting study is not worth it.

This is a surprising result. The consultants would provide real
information. Their assessment would genuinely change the CEO’s
confidence. The information would be useful. And yet it costs more
than it is worth.

You might ask what would change the answer. Several things:

If the consultants” unfavorable report pushed the probability be-
low the break-even point—so the CEO would actually choose not to
expand—the information would become much more valuable. In our
example, even with p = 0.30, expanding has positive expected value
($40K). The consultants would have to push probability below roughly
28% before “don’t expand” becomes optimal. Their information is not
powerful enough to cross that threshold.

If the consulting fee were $25,000 instead of $200,000, it might be
worth it. The gross value is $35,000.

2;%
« $740K
Dl

P 35%
Get report \D $40K

RN
I:' $740K

Figure 3.4: Decision tree: consulting adds
information before the expansion deci-
sion.
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If the stakes were ten times larger—$20M success versus $8M loss—
the same percentage improvement would justify the cost. The value of
information scales with the stakes.

Even good information can be too expensive. “Would this inform
my decision?” is necessary but not sufficient. “Would it inform my
decision enough to justify the cost?” is the complete question.

Distinguishing Inquiry from Avoidance

Now we come to a darker aspect of information-seeking. Sometimes the
request for more data is not a genuine analytical move but a psychologi-
cal defense mechanism—a way to avoid the discomfort of commitment.

You might recognize the pattern. A manager needs to fire an un-
derperforming employee. She requests another performance review,
another peer feedback round, another conversation with HR. Each
request feels responsible. Due diligence. Thoroughness. But she knows
what each will show, and she knows what she will do. The information
is not for the decision—it is to avoid making the decision.

How do you distinguish productive inquiry from decision avoidance?
Several signs are diagnostic.

You do not know what result would change your decision. Before
requesting information, ask yourself: “If this comes back showing X, I
would do ___. If it shows Y, I would do ___.” If both blanks have the
same answer, you are probably avoiding, not investigating.

The information addresses uncertainties that do not affect the
choice. Sarah Torres might want to know the exact timeline of the
weapons program, but if her recommendation is “likely developing
weapons” whether the timeline is 12 months or 24 months, that uncer-
tainty is irrelevant to her current decision.

You have requested similar information before and it did not help.
The fourth market study in six months, each reaching roughly the same
conclusions. The third round of employee feedback that confirms what
the first two showed. Repetition without convergence is a sign of
avoidance.

The decision has a deadline you are trying to push past. Some-
times the request for information is really a request for delay. “I cannot
decide until I have the consultant’s report” conveniently extends the

uncomfortable period of uncertainty into the future. . fRequgst ,

You feel relieved by the delay rather than curious about the an- information’
swer. This is the diagnostic feeling. If the information request brings / \
relief—ah, I do not have to decide yet—rather than anticipation—I — -

: . 1s Curiosity: Relief:

wonder what we will learn—you are avoiding. “What will I “I don’t have

Why does this matter? Beyond the direct costs of gathering worthless learn?” to decide yet”

Productive Avoidance

information, avoidance erodes your own decision-making capacity. You
Figure 3.5: The diagnostic question: Does
requesting information bring curiosity or
relief?



learn to associate uncomfortable decisions with escape rather than
resolution. The habit compounds. The manager who avoids firing for
six months becomes the manager who avoids every difficult personnel
decision. The analyst who delays assessments becomes the analyst
whose voice is never in the room when it matters.

There is also an asymmetry of regret that makes avoidance seduc-
tive. The regret from action—deciding and being wrong—feels more
personal than the regret from inaction—delaying and being overtaken
by events. “I made a bad call” is harder to live with than “The situation
was unclear.” This asymmetry is irrational—the outcomes might be
equally bad—but it is powerful enough to distort how smart people
make decisions.

The flashlight becomes a comfort object. Shining it again and again,
never stepping forward, because stepping means committing. The
battery drains, the door recedes, but at least you never tripped over an
obstacle you could have seen. Of course, you also never reached the
door—but that feels like fate, not failure.

You might ask: “But what if I am wrong? What if the new informa-
tion really would change my mind?”

Good question. If you genuinely believe it might, articulate specif-
ically what finding would change your view. Write it down. “If the
consultant’s report shows market growth below 5%, I will not expand.
If it shows growth above 10%, I will expand. If it shows growth between
5% and 10%, I will ...”—what? If you cannot complete that sentence,
you are probably avoiding.

How Medicine Learned to Ask the Right Question

History offers a striking example of an entire profession learning to
value information correctly—and the transformation happened within
living memory.

For decades, the practice of medicine operated on an implicit as-
sumption: more information is always better. A patient presents with
chest pain? Order an electrocardiogram, a stress test, a coronary an-
giogram, blood work for cardiac enzymes, a chest X-ray. Each test
might reveal something. More data could not hurt.

But more data did hurt. Healthcare spending spiraled upward.
Patients spent days in hospitals waiting for test results. False positives
from screening tests led to unnecessary procedures with their own
complications. Incidental findings—small abnormalities that would
never cause symptoms—created anxiety and triggered cascades of
follow-up testing. The radiologist sees a shadow on the chest X-ray;
now we need a CT scan; the CT shows a nodule; now we need a biopsy;
the biopsy is benign, but the patient has spent three weeks terrified of
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cancer, taken time off work, and incurred thousands of dollars in costs.

And often—crucially often—the treatment would have been the same
regardless of what the tests showed.

The revolution began with a simple question, now taught in every
medical school: “Would it change management?”

Before ordering this test, the physician is trained to ask: If the
result comes back positive, what will I do differently? If it comes back
negative, what will I do differently? If both answers are “the same
thing I would do now,” the test should not be ordered.

This led to the development of clinical decision rules—explicit proto-
cols for when tests have value. Consider the Wells score for pulmonary
embolism, a blood clot in the lungs that can be fatal.> The score strati-
fies patients by clinical features: leg swelling, recent surgery, elevated
heart rate, cancer history, clinical suspicion.

Very low-risk patients—those with scores suggesting less than 5%
probability of clot—do not get CT scans. Why? Because even if the CT
showed something concerning, the prior probability is so low that you
would not treat. The test cannot move the needle enough to cross the
treatment threshold.

Very high-risk patients—those with scores suggesting greater than
60% probability—also do not need scans. You treat presumptively. The
test cannot move the needle enough to withhold treatment.

Only the intermediate group benefits from the information. For
them, and only for them, the test result could change what the doctor
does.

This represents a cultural transformation. Older physicians, trained
in an era of “test everything,” sometimes struggle with the discipline.
It feels wrong to say “I am not going to order that test” when a test
exists. But younger physicians are trained to justify tests: “What will I
do differently based on this result?” Ordering reflexively is seen not as
thorough but as wasteful—and potentially harmful.

You might ask: “But tests also catch rare conditions that would
otherwise be missed.”

True—and that is a genuine value. The framework does not say never
test. It says the test should have a path to changing outcomes. Rare-but-
actionable is different from rare-and-untreatable. A screening test for a
cancer that can be cured early is worth doing even if most results are
negative. A screening test for a condition with no effective treatment
wastes resources and creates anxiety without improving outcomes.

The lesson for other domains: Medicine’s evolution shows an entire
field learning, institutionally, to value information correctly. The same
logic applies to business analyses, intelligence assessments, scientific
experiments, personal decisions. “What decision does this inform?”
should be the first question, not the last.

+A 2012 study in Archives of Internal
Medicine found that physicians ordered
tests whose results would not change
management in up to 30% of cases.

Test has value

—

No test Test Treat

Low risk Middle High risk

Figure 3.6: Only intermediate-risk pa-
tients benefit from diagnostic testing.

5 The Wells criteria, developed by Philip
Wells and colleagues in the 1990s, assign
points for symptoms like leg swelling,
recent surgery, elevated heart rate, and
clinical suspicion. The total score strati-
fies patients into risk categories.



You Might Ask

Let us address several objections that a thoughtful reader might raise.

You might ask: “Does not this framework assume you know the probability
of each outcome? But if you knew that, you would not need more information.”

The framework requires probability estimates, not certainty. If you
have truly no idea whether the satellite might show new construc-
tion or not—if the possibilities are entirely opaque to you—then you
should probably learn more about satellite imagery interpretation be-
fore requesting a tasking. The EVOI framework uses your current best
estimates, which is all any decision framework can do. The alternative
is not superior knowledge but paralysis.

You might ask: “What about the value of understanding beyond just this
decision?”

Fair point. Information can have value for future decisions, for build-
ing expertise, for satisfying intellectual curiosity. The EVOI framework
addresses the decision at hand. If you are investing in understanding
for its own sake or for decisions you have not yet encountered, that is a
different calculation—and an honest one, as long as you recognize it as
distinct from the immediate decision value.

The danger is conflating these purposes. “I need the consultant’s
report to decide about the expansion” is a testable claim—we can
calculate whether that is true. “I want to understand this market better”
is a legitimate goal but should not masquerade as necessity for the
current decision.

You might ask: “Is not this all too calculating? Sometimes you should just
gather information because it is the thorough thing to do.”

Thoroughness is a virtue when it improves outcomes. But “thorough-
ness” that does not change decisions is theater, not substance. The most
thorough decision-maker is one who knows exactly which information
matters and which does not—and pursues the former relentlessly while
ignoring the latter. The analyst who requests every possible piece of
intelligence is not thorough; she is undisciplined. The analyst who
knows precisely which intelligence would change her assessment, and
requests exactly that, is thorough.

You might ask: “What if gathering information signals something to others—
competence, diligence, caution?”

Now you are in principal-agent territory. If your boss judges you
on apparent thoroughness rather than decision quality, you might
rationally gather information that you know has no decision value.
This is a common institutional pathology. Organizations often reward
visible effort over invisible impact. But recognize it for what it is: you
are managing perceptions, not improving decisions. That might be
necessary, but it is not the same thing as good analysis.
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You might ask: “What about information that reduces the variance of
outcomes, even if it does not change your best action?”

If you are risk-averse—and most people are, especially when stakes
are high—information that narrows the range of possible outcomes can
have value even without changing your optimal action. The full EVOI
framework can handle this, though it requires being explicit about your
risk preferences.®

For most practical purposes, asking “Would it change my decision?”
captures the main value. Risk-reduction effects are real but usually
secondary.

On Incomplete Information

Let us step back from the calculations to reflect on what they teach us.

We never have complete information. Every decision is made in
some degree of darkness. The question is not whether to act without
full knowledge—you always will—but how to act well despite knowing
less than you would like.

There is a fantasy that haunts decision-makers: if I just knew more,
the right choice would be obvious. One more study, one more consul-
tation, one more data point, and the uncertainty would resolve. But
this fantasy is usually false. The right choice is often obvious even now;
what is hard is accepting responsibility for making it. More information
postpones that acceptance without eliminating it.

Sarah Torres, staring at three-month-old satellite imagery at 2:47 in
the morning, faces a question that more imagery might not answer. Is
the foreign country developing nuclear weapons? She will not know
with certainty until the weapons are tested—or until they are not, and
the threat passes. The question is not “What do I know for certain?”
but “What should I recommend given what I know?” That question
has an answer today.

Sometimes we seek information because it is useful. Sometimes we
seek it because the seeking itself is comfortable—it feels like progress,
like doing something, like not-yet-having-to-commit. The courage of
good decision-making includes the courage to stop gathering and start
committing.

There is an asymmetry worth acknowledging. We hold ourselves
more accountable for what we did than for what we failed to do. Acting
and being wrong feels like a choice; not acting and being overtaken
by events feels like misfortune. Gathering information falls on the
“not acting” side of this divide—it feels less like a commitment than
deciding does.

But this is illusion. Inaction is a choice. Delay is a choice. “Waiting
for more data” is itself a decision, with its own consequences. The deci-

®Formally, you would maximize ex-
pected utility rather than expected value,
where the utility function captures risk
aversion. The same structure applies: in-
formation has value only when it changes
the optimal action, but “optimal” now de-
pends on the utility function.

Knowledge

Optimal

N
\ Decision quality

Time

Figure 3.7: Decision quality rises with
knowledge but falls with delay. The op-
timal point is not “maximum informa-
tion.”



sion to request satellite imagery rather than issue an assessment now is
a decision—one that will have effects, one that Sarah is responsible for,
one she cannot escape by pretending she has not yet chosen.

The competence that comes from deciding is also worth considering.
Expertise develops through committed action and feedback. The person
who gathers information indefinitely never develops the judgment that
comes from being wrong and learning from it. Sometimes the best
reason to decide now is to become someone who can decide better in
the future.

Learning to decide well means learning to tolerate the discomfort of
uncertainty. Not to pretend the uncertainty is not there—that is fool-
ishness. Not to demand its elimination before acting—that is paralysis.
But to look squarely at what you know and do not know, make the best
choice you can, and accept whatever follows.

Toward One-Way Doors

Let us summarize what we have established.

Information has calculable value—sometimes high, sometimes zero.
The calculation depends on whether information could change your
decision and whether that change is worth the cost. Gathering infor-
mation without this framework often disguises avoidance as diligence.
Medicine learned this lesson; other fields are still learning it.

The framework we have developed assumes something important:
that if you make a bad decision, you can recover. You update your
beliefs, make a different choice next time, and life continues. Sarah Tor-
res might recommend Strong Response, be wrong about the weapons
program, suffer some career damage, but live to analyze another day.
The CEO might expand into the market, fail, lose money, and return to
the core business with lessons learned.

But what if you cannot recover?

Some decisions are reversible. You hire someone, it does not work
out, you part ways. You enter a market, it fails, you exit. You make an
assessment, events prove you wrong, you revise your views.

But some decisions are one-way doors. You commit troops. You
launch the rocket. You announce the diagnosis to the patient. You
authorize the strike on the suspected weapons facility. You say the
words that end the marriage.

These decisions cast longer shadows. They cannot be undone by
learning better or trying again. The calculus of information, of delay, of
commitment—all of it changes when the door only opens one way.

How does irreversibility change everything? When should you
gather more information for an irreversible decision, and when do you
simply have to act despite the uncertainty? These are the questions we
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turn to now.

We turn now to decisions that cast longer shadows.



4
One-Way Doors

A Different Kind of Pressure

Elena has been a venture capitalist for fourteen years. She has made
hundreds of investment decisions, some brilliant, some disastrous, most
somewhere in between. Her hands are steady. Her voice is calm. But
sitting across from the founders of Nexion Therapeutics, looking at the
term sheet that would commit her fund to $40 million for a Phase II
clinical trial of an experimental cancer treatment, she feels something
that experience has not dulled: the weight of a door that opens only
one direction.

The science is promising. The team is excellent. The market, if the
drug works, is enormous. But the money—her limited partners” money,
her reputation, her fund’s future—will be gone in eighteen months
whether the drug succeeds or fails. Not “invested” in some recoverable
sense. Not “allocated” with the option to reallocate. Gone. The FDA
will render its verdict, and Elena will either look prescient or foolish,
but she will not get to reconsider.

This is not like choosing a software vendor. It is not like hiring
an employee. It is not even like most investments, where secondary
markets and partial exits provide escape routes. This is a one-way
door, and everything about how she should think—what information
she should gather, how much time she should take, whose input she
should seek, how confident she should be—changes because of that
single feature.

Let us examine why.

The Commitment That Cannot Be Undone

Return to Elena’s situation and examine it concretely, because the
framework we are about to develop means nothing unless we first feel
the problem.

The founders want $40 million. The drug targets a specific pro-
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tein implicated in certain aggressive lymphomas. Phase I trials—the
early safety studies—showed the drug was tolerable and produced
preliminary signals of efficacy. Now they need Phase II, which will test
whether the drug actually shrinks tumors in a larger patient popula-
tion. If Phase II succeeds, a major pharmaceutical company will almost
certainly acquire Nexion for somewhere between $400 million and $600
million. If Phase II fails, the company is worthless—not “worth less,”
but worthless. There is no asset to liquidate, no intellectual property
that survives a failed mechanism of action, no graceful wind-down.
The money funds the trial. The trial produces a binary result.

Elena’s internal analysis suggests a 25% probability of success. This
is not a guess pulled from air—it reflects the historical base rate of
Phase II oncology trials, adjusted upward slightly for the strength of
the Phase I data and the quality of the team.

Let us calculate the naive expected value:

E[Invest] = 0.25 x $400M + 0.75 x $0 — $40M
= $100M — $40M = +$60M

On pure expected value, this looks attractive. A $60 million expected
profit on a $40 million investment. Her limited partners would be
delighted. So what is the problem?

The problem is that expected value ignores the asymmetry of what
Elena can learn between now and the verdict. Eighteen months is a long
time. The company will generate preclinical data, early Phase II signals,
perhaps competitive intelligence about similar drugs in development.
None of this information is available today, but all of it will exist before
the final outcome. If Elena commits $40 million now, she buys the right
to learn whether she was right or wrong—but she does not buy the
right to act on what she learns along the way.

You might ask: “But she cannot learn the Phase II result without
funding the Phase II trial. The information she wants is exactly what
the $40 million buys.”

True. But consider what else she could buy with a different structure.

Converting One-Way to Two-Way

Elena proposes a milestone-based investment. Instead of $40 million
now, she offers:

First, $8 million immediately to complete the preclinical package
and finalize the Phase II protocol. Second, $15 million upon successful
completion of the preclinical work and FDA clearance to proceed.
Third, $17 million upon enrollment of the first cohort of patients with
acceptable safety data.

+$360M

—$40M
Elena $40

%D $o

Figure 4.1: Naive structure: all-or-
nothing $40M commitment with binary
outcome.



The total is still $40 million, but now Elena has created decision
points—moments where she can evaluate new information and choose
whether to continue.

Let us work through what this buys her.

After the first $8 million: The company produces the full preclinical
data package. Animal models, toxicology studies, pharmacokinetic
data. None of this is conclusive—many drugs succeed in animals and
fail in humans—but it is diagnostic. Elena’s estimate of ultimate success
might shift from 25% to 35% (if the preclinical data is strong) or down
to 12% (if unexpected problems emerge). Critically, she gets to decide
whether to continue before committing the remaining $32 million.

After the additional $15 million: The FDA has cleared the trial. The
protocol is locked. Early enrollment data is trickling in. If unexpected
toxicity appears in the first patients, Elena learns this before committing
the final $17 million.

After the final $17 million: The trial runs to completion. Elena has
no further decision points, but by now she has invested only when each
intermediate signal was favorable.

Now let us calculate the expected value of this staged structure,
making reasonable assumptions about what Elena might learn.

Assume that after the $8 million preclinical phase, there is a 60%
probability that the data supports continuing, in which case her success
estimate rises to 35%. There is a 40% probability the data is discourag-
ing, in which case she stops, losing only $8 million.

If she continues past the first gate, assume that after the additional
$15 million there is a 75% probability that early signals are favorable,
raising her success estimate to 45%. There is a 25% probability that
problems emerge, in which case she stops, having spent $23 million
total.

If she continues to completion with the final $17 million, her expected
success rate is now 45%—conditional on having passed both gates.

Let us trace through the full decision tree.

Path 1: Stop after preclinical (40% probability)

Outcome = —$8M
Path 2: Stop after first cohort (60% AU 25% = 15% probability)
Outcome = —$8M — $15M = —$23M

Path 3: Complete trial (60% AU 75% = 45% probability)
Of these, 45% succeed and 55% fail:
E[Path 3] = 0.45 x ($400M — $40M) + 0.55 x (—$40M)
= 0.45 x $360M — 0.55 x $40M
= $162M — $22M = +$140M
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Figure 4.2: Milestone structure creates
information gates before each major com-
mitment.
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Now the overall expected value:

E[Staged] = 0.40 x (—$8M) 4 0.15 X (—$23M) + 0.45 x (+$140M)
= —$3.2M — $3.45M + $63M
— +$56.35M

You might say: “Wait—the expected value is lower than the naive
structure! The naive structure had +$60 million expected value. Why
would Elena prefer the staged approach?”

Excellent question. The expected values are similar, but consider the
risk profiles. In the naive structure, Elena has a 75% chance of losing
$40 million. In the staged structure, she has only a 24.75% chance of
losing the full $40 million (0.45 AU o.55), with significant probability of
smaller losses if she stops early.

But there is something deeper. The staged structure generates infor-
mation. Elena does not just reduce variance—she creates opportunities
to learn and respond. The naive structure is a bet. The staged structure
is an investigation that becomes a bet only after favorable evidence
accumulates.

This is the first key insight: optionality is not just about reducing risk. It
is about creating decision points where information can affect action.

The Taxonomy of Doors

We have been speaking of “one-way” and “two-way” doors as if deci-
sions came in just two types. But real decisions lie on a spectrum, and
recognizing where your decision falls on that spectrum is a skill worth
developing.

Let us map the territory.

Fully reversible decisions present no real commitment. You try a
new restaurant. You install a software tool. You rearrange the office
furniture. If you do not like the result, you undo it with minimal cost.
The main penalty for being wrong is the time you spent, and perhaps
some minor embarrassment.

For such decisions, the right protocol is simple: move fast, learn
by doing, adjust based on what you discover. Analysis beyond a few
minutes is wasted effort. The information you need will come from
trying, not from thinking.

Sticky decisions can be reversed, but at meaningful cost. Hiring is
the canonical example. You can fire someone, but you face severance
costs, morale damage, lost training investment, recruiting time for a
replacement, and perhaps legal exposure. The total cost of reversing
a bad hire might be six months of salary plus weeks of management
attention.

Naive

Staged I

—> Loss
$8M  $23M  $40M

Figure 4.3: Loss distributions: naive struc-
ture concentrates risk at maximum loss;
staged structure spreads it.



Similarly, launching a product can be reversed—you can pull it from
the market—but reputational damage lingers. Signing an office lease
can be undone through subletting, but usually at a loss. Moving to a
new city can be reversed, but the friction is substantial.

For sticky decisions, the right protocol adds deliberation: consult
trusted advisors, build in review periods, define what failure would
look like so you recognize it early. But do not over-deliberate. The cost
of reversal is real but bounded.

Partially irreversible decisions destroy something that cannot be

fully recovered. Publishing a controversial opinion cannot be unpublished—

you can retract or apologize, but the original statement exists forever.
Revealing strategic information to a competitor cannot be unrevealed.
Breaking trust with a colleague or partner can be repaired, but never to
the original state.

For these decisions, the protocol demands more: sleep on it, seek
contrarian input, explicitly articulate what would make this the wrong
choice. The asymmetry matters—some aspects can be undone, others
cannot.

Fully irreversible decisions permit no reversal at all. Elena’s $40
million, once spent on a failed trial, is gone. A surgeon removing an
organ cannot reinstall it. A nation launching missiles cannot unlatch
them. Death, obviously, admits no reversal.

You might ask: “Everything is reversible if you squint hard enough.
A failed clinical trial teaches something. A removed organ can some-
times be replaced with a transplant. Is not this spectrum arbitrary?”

The spectrum is defined by cost of reversal relative to the stakes
involved. A $40 million loss from a clinical trial is “irreversible” for a
$200 million fund in a way it might not be for a trillion-dollar pharma-
ceutical company. The question is always: given this decision-maker’s
resources and constraints, what would undoing this choice actually
cost?

There is also a time dimension. Many “reversible” decisions become
irreversible at certain timescales. Choosing the wrong restaurant for
tonight’s dinner is trivial—you can leave and find another. But if you
are proposing marriage at that dinner, the evening itself has stakes that
a restaurant change cannot address.

Protocols for Each Door

Let us be concrete about what “appropriate deliberation” means for
each type of decision.

For two-way doors:

Set a time limit measured in minutes or hours, not days. Gather only
the information immediately available. Make the decision. Implement
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it. Review after a defined period. If it is not working, change it. The
cost of being wrong is small; the cost of delay often exceeds it.

The pathology to avoid: treating two-way doors like one-way doors.
This produces analysis paralysis, delayed action, and wasted mental
energy on decisions that do not warrant it. The manager who spends
three weeks choosing between conference room booking systems is not
being thorough. She is misallocating attention.

For sticky doors:

Allow days, not hours, for the decision. Map out what reversal
would actually cost. Set review checkpoints—dates when you will
evaluate whether the decision is working. Define failure signals in
advance, so you recognize them when they appear. Consult one or two
people whose judgment you trust.

The pathology to avoid: treating sticky doors like two-way doors.
The executive who makes rapid hiring decisions, treating senior ap-
pointments like lunch orders, will accumulate a team that requires
constant fixing. The reversal costs compound.

For partially irreversible doors:

Take significant time—a week or more for major decisions. Red-team
the decision: assign someone to argue against it and listen carefully.
Plan for damage control if the irreversible aspects go wrong. Sleep on
it, literally—important decisions deserve overnight reflection. Build
consensus among stakeholders who will be affected.

For fully irreversible doors:

Formal documentation of reasoning. Input from multiple perspec-
tives, including at least one designated skeptic. Explicit articulation of
what evidence would make this the wrong decision—and confirmation
that such evidence does not exist. Senior review for organizational
decisions. Deliberate delay before final commitment—even 24 to 48
hours allows reflection that urgency would preclude.

You might ask: “This sounds bureaucratic. If I applied this process
to every decision, I would never get anything done.”

Exactly right—which is why you apply heavy process only to one-
way doors. The entire point is to reserve deliberation for decisions
that warrant it and to move quickly on everything else. The venture
capitalist who treats a $40 million biotech investment like a two-way
door is reckless. But the same person who treats a $5,000 software
license like a one-way door is wasting time that could be spent on
decisions that matter.

How rare are one-way doors? Amazon’s Jeff Bezos famously es-
timated that 9o% of decisions are two-way doors. If he is roughly
right—and my experience suggests he is—then the heavy protocol
applies only to one decision in ten. The rest should move fast.

Two-way
Minutes/hours
Try and adjust

v
Sticky
Days
Plan reversal
Y

One-way
Weeks
Full process

Figure 4.5: Matching decision protocols
to door types.



Burning Boats at Veracruz

Let us pause from practical protocols to examine a historical puz-
zle. Everything we have said suggests that preserving optionality is
valuable—that converting one-way doors to two-way doors is gener-
ally wise. But history records many cases where leaders deliberately
destroyed their own options. How do we reconcile this?

In 1519, Hernan Cortes landed on the coast of Mexico with roughly
600 men, intending to conquer the Aztec Empire." The military situa-
tion was absurd—a few hundred Spanish soldiers against an empire of
millions. If his men lost confidence, if they decided that retreat was the
better part of valor, the expedition would collapse.

According to tradition, Cortes ordered his ships destroyed.> No
retreat was possible. The men would conquer or die.

The Chinese general Xiang Yu employed similar logic in 207 BCE at
the Battle of Julu. Facing a much larger enemy force, he ordered his
army’s boats sunk and their cooking pots smashed. They carried only
three days’ food. The message was clear: there would be no retreat, no
prolonged campaign. They would win quickly or not at all.

Both commanders won their battles. Does this mean optionality is
overrated?

Not quite. Let us examine what Cortes and Xiang Yu were actually
doing.

First, they were solving a commitment problem. Cortes knew that
some of his men had doubts. If retreat remained possible, those doubts
might crystallize into mutiny at a critical moment. By eliminating the
retreat option, he changed his men’s psychology: they could focus
entirely on victory because defeat was not a survivable outcome. The
burning boats did not change the objective military situation—they
were always outnumbered—but they changed how his soldiers would
fight.

Second, they were sending a signal to the enemy. An invader who
burns his boats communicates something: “We are not going away. We
will fight to the death. The cost of defeating us is higher than you think.”
This affects the enemy’s calculations. An Aztec commander facing an
army that can retreat might wait them out. An Aztec commander facing
an army that cannot retreat must destroy them or accommodate them.

Third—and this is crucial—they were operating in contexts where
commitment had higher value than flexibility. In a battle that will be
decided in days, the ability to retreat next month is worthless. In a
campaign where morale determines victory, the psychological value of
total commitment exceeds the strategic value of having options.

When does commitment create more value than it destroys?

When your commitment changes others’ behavior favorably. Cortes’s
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* The precise number varies by account.
Bernal Diaz del Castillo, who was there,
lists the men by name in his chronicle,
arriving at approximately 550 soldiers
plus sailors.

> The historical record is murky. Some
sources say the ships were scuttled
rather than burned; others say they were
stripped of useful materials and then
sunk. The phrase “burning your boats”
has become proverbial regardless of the
exact mechanism.

Own troops Enemy
fight harder recalculates

Figure 4.6: Burning boats affects both
your own forces and the enemy’s calcula-
tions.
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burned boats affected Aztec decision-making. A startup founder who
takes a lower salary and invests her savings signals commitment that
affects how employees, customers, and investors perceive her. The
commitment itself is an asset.

When the option you are destroying is one you should not exercise anyway.
If Cortes’s men would have retreated precisely when they should have
held, eliminating the retreat option improves outcomes. The option has
negative value because it would be exercised at the wrong times.

When morale and cohesion matter more than strategic flexibility. An
army that might retreat fights differently from an army that cannot.
Sometimes the worse strategic position produces the better tactical
behavior.

You might ask: “Does not this contradict everything you said earlier
about preserving optionality?”

No. It refines it. The question is not “Should I always preserve
options?” but “What is this particular option worth?” Sometimes
options have negative value—they tempt you toward actions you should
not take, they signal weakness to others, they drain psychological
resources that could be focused on execution. In such cases, destroying
the option is itself valuable.

Elena, our venture capitalist, faces a simpler situation. Her option-
ality does not affect the founders’ effort in the same way that Cortes’s
ships affected his soldiers” courage. The founders will work hard
whether Elena stages her investment or not. The signaling effects are
modest. For her, preserving options is pure upside.

But consider a different scenario: a CEO deciding whether to pursue
a major strategic pivot. If she announces the pivot but leaves the door
open to reverting, her organization may half-commit. People hedge
their bets, protect their old positions, wait to see which way the wind
blows. The optionality corrodes the execution. Sometimes the CEO
must burn the boats—eliminate the old strategy entirely—to make the
new strategy work.

Structuring a Hiring Decision

Let us apply these principles to a decision most managers face: hiring
a senior leader. Marcus, the CEO of a mid-size technology company,
needs a VP of Engineering.

The naive approach treats this as a single decision: interview candi-
dates, check references, select the best one, make an offer. This is how
most hiring works, and it treats what is actually a sticky-to-irreversible
decision as if it were fully reversible.

What does reversal actually cost? Firing a VP of Engineering means
severance (three to six months of salary), recruiting costs to find a

l Bad senior hire

|

Severance: $150K
Recruiting: $100K
Disruption: $200K
Lost time: 9 months

Figure 4.7: The true cost of reversing a
bad senior hire often exceeds $450,000
plus months of organizational disruption.



replacement ($80,000 to $150,000 for an executive search firm), team
disruption (key engineers may leave, projects stall, morale suffers),
and reputational damage (your company becomes known as a place
where senior leaders do not last). A reasonable estimate: $400,000
to $600,000 in direct and indirect costs, plus six to twelve months of
reduced organizational effectiveness.

This is a sticky door leaning toward irreversible. How should Marcus
think about it?

Step 1: Recognize the door type.

Total reversal cost: approximately $500,000 plus significant disrup-
tion. For Marcus’s $50 million company, this is meaningful but not
catastrophic. Verdict: sticky door, possibly partially irreversible de-
pending on how the failure plays out.

Step 2: Look for ways to create optionality.

Can Marcus convert this to a more reversible structure?

Trial period at senior level: Unusual but not unheard of. Some com-
panies hire executives initially as consultants or interim leaders, with
conversion to permanent after go days. This creates a decision point
with lower reversal costs.

Extended evaluation: Instead of the standard four-to-six-interview
process, Marcus could run a deeper evaluation. Work samples: have
candidates analyze actual engineering problems. Reference calls beyond
the candidate’s chosen list. Conversations with former colleagues found
through LinkedIn. Each additional input reduces uncertainty.

Structured onboarding with explicit milestones: Define what success
looks like at 30, 60, and 9o days. Make these criteria explicit before
extending the offer. This does not change the reversal cost, but it makes
early detection of failure more likely.

Step 3: Design the decision process.

Given this is a sticky door, several elements should shape the process.
First, allow two to three weeks for the full evaluation, not two to
three days. Second, involve four to six interviewers with different
perspectives: technical depth, management style, cultural fit, strategic
vision. Third, run back-channel reference checks—people the candidate
did not list. Fourth, include a work sample or case study relevant to
actual company challenges. Fifth, sleep on the final decision for at least
48 hours. Finally, designate one interviewer as the skeptic, explicitly
tasked with finding reasons not to hire.

Step 4: Define what failure would look like.

Before extending an offer, Marcus writes down: “I would consider
this hire a failure if, within six months, [specific criteria].” This might
include: key engineers departing, major project milestones missed,
persistent conflicts with peer executives, or inability to recruit strong
candidates.
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Writing these criteria in advance serves two purposes. First, it
clarifies Marcus’s actual priorities—not what he says he wants, but
what would actually make him regret the hire. Second, it makes it
harder to rationalize failure later. When the criteria are defined before
the hire, there is less room for “well, those goals were always unrealistic”
after things go wrong.

Step 5: Plan for reversal.

Hope for the best, plan for the worst. Before extending the offer,
Marcus should know several things. First, what is the severance policy
if this does not work? Second, who is the internal backup if the new VP
fails—perhaps a strong senior engineer who could step up temporarily?
Third, what is the search firm relationship for potential replacement?

You might ask: “Is not all this planning for failure disloyal to the
new hire?”

No. Planning for reversal does not mean expecting failure. It means
acknowledging that sticky doors are sticky precisely because rever-
sal is hard. Making reversal marginally easier—by having backup
plans, by defining failure clearly, by preserving relationships with
other candidates—reduces the stickiness. This is not pessimism. It is
engineering.

You Might Ask

Let us address several objections that may have accumulated.

You might ask: “If I always try to convert one-way doors to two-way doors,
won't I seem indecisive? Won't people lose confidence in my leadership?”

There is a real tension here. A CEO who announces a strategic
initiative with multiple off-ramps may signal weakness. A founder who
approaches investors with elaborate milestone structures may signal
lack of conviction. The perception of commitment can matter as much
as commitment itself.

The answer is context-dependent. When your commitment affects
others” behavior—when their effort or confidence depends on believing
you are fully committed—then visible optionality has costs. When your
commitment does not affect others meaningfully, optionality is pure
upside.

Elena’s milestone structure might concern the founders of Nexion
Therapeutics. They might interpret it as doubt about their science.
But a sophisticated founder would recognize that staged investment is
standard in venture capital precisely because clinical trials are risky. The
structure does not signal doubt; it signals appropriate risk management.

You might ask: “How do I know when I am at a one-way door? Everything
seems reversible if I am creative enough.”

Test it concretely. Imagine you have made the decision and it turns



out badly. What does undoing it actually require?

If the answer is “some inconvenience, some money, maybe some
embarrassment”—you are at a two-way door. Move fast.

If the answer involves resources that cannot be recovered, reputation
that cannot be repaired, relationships that cannot be restored, or infor-
mation that cannot be unrevealed—you are somewhere on the one-way
spectrum. Slow down.

You might ask: “What about opportunity cost? While I am deliberating,
opportunities pass me by.”

True—and this is why the framework emphasizes speed for two-way
doors. Opportunity cost is a real consideration, but it cuts differently
for different door types.

For two-way doors, opportunity cost dominates. The loss from slow
decision-making exceeds the loss from occasional wrong decisions.

For one-way doors, the calculus reverses. The cost of an irreversible
mistake is so high that the opportunity cost of deliberation is usually
worth paying.

The error most people make is applying one-way door caution to
two-way decisions. They lose more to opportunity cost than they save
through careful analysis.

You might ask: “Does not this framework make everyone risk-averse? What
happened to bold leadership?”

The framework does not counsel against bold action. It counsels
against accidental bold action—walking through one-way doors with-
out recognizing them as such.

A founder who deliberately invests her savings in her startup is bold.
The same founder who does so without recognizing that she cannot
recover the money if the company fails is reckless. The actions are
identical; the awareness differs.

Bold leadership means choosing to walk through one-way doors
when the expected value justifies it. Reckless leadership means walking
through one-way doors without noticing.

When Commitment Creates Value

We have spent this chapter celebrating optionality, but there is a deeper
truth that cuts the other way. Some doors can only be entered through
commitment. The room on the other side—whatever it contains—is
inaccessible to those who keep their options open.

Consider marriage. A marriage is not simply a bet on a partner—a
prediction that this person will continue to be desirable. The com-
mitment itself changes the relationship. Knowing that exit is difficult
creates incentives for investment, for vulnerability, for the kind of long-
term thinking that casual relationships cannot support. If you keep your

THE UNCERTAIN DECIDER 55



56 CLAUDE OPUS 4.5

options maximally open—always ready to leave—you cannot access
the depth that commitment makes possible.

Or consider a research program. A scientist who always keeps
options open—ready to pivot to whatever topic seems hot—will never
develop the deep expertise that comes from years of focused work.
The optionality prevents mastery. The best research often requires
commitment to a question even when progress is slow and alternatives
seem more promising.

Or consider a team. A leader who visibly keeps her options open—
interviewing at other companies, talking about alternative paths—
signals to her team that their shared enterprise is contingent. The
team responds by hedging their own commitments. Optionality cor-
rodes the very thing it was supposed to protect.

This is the paradox: preserving flexibility is valuable, but some
valuable outcomes can only be reached through inflexibility. You cannot
have both. You must choose.

How do you know which situation you are in?

When your commitment affects others” behavior: If employees, partners,
or allies will act differently based on your visible commitment, then
commitment has signaling value beyond its direct effects. Consider
whether that signaling value exceeds the option value you would
preserve.

When depth requires sustained investment: If the goal you seek can
only be achieved through years of focused effort that hedging would
undermine, commitment is necessary. You cannot build mastery while
maintaining easy exit.

When the option would not actually be exercised: If you know you would
not actually exercise the option—if you are committed in substance
but not in form—the option has little value anyway. You might as well
make the commitment visible and capture whatever signaling benefits
it provides.

When the option has high value: If genuine uncertainty exists about the
right path, and you might actually want to take a different direction
based on what you learn, preserve the option. The cost of premature
commitment exceeds the signaling benefit.

Elena, ultimately, chose the staged investment structure. The founders
accepted it—they understood that clinical trials are risky and that
milestone-based funding is how sophisticated investors manage that
risk. Elena’s optionality did not corrode their effort or her reputation.
It was pure upside.

But Elena also recognized that Nexion was not her only decision.
Her fund, her partnerships, her reputation—these were built through
commitment over decades. She has walked through many one-way
doors, deliberately, with full awareness of what she was giving up. The



optionality she preserved in this investment was itself possible because
of commitments she made elsewhere.

Toward Deciding Together

We return to Elena, who has structured her investment and moved
on to the next opportunity. But notice what we have left out of our
analysis: she did not decide alone.

Her partners at the venture fund had opinions about Nexion. Her
limited partners—the institutions and individuals whose money she
invests—had expectations about portfolio construction. The founders
had strong preferences about deal structure. The decision was not
Elena’s alone; it was a negotiation, a synthesis, a navigation among

multiple stakeholders with different information and different interests.

This is true of almost every significant decision. A CEO considering
a strategic pivot must reckon with the board’s views, the executive
team’s concerns, and the organization’s capacity for change. A military
commander planning an operation must integrate intelligence from
multiple sources, logistics constraints from staff officers, and tactical
input from subordinate commanders. A physician recommending
treatment must consider the patient’s values, the family’s wishes, and
the insurance company’s coverage decisions.

How do groups make decisions? When does aggregating multiple
perspectives improve outcomes, and when does it produce muddle?
How should a leader weight her own judgment against the collective
wisdom—or collective foolishness—of those around her?

These questions take us from the individual decider at a one-way
door to the collective process of deciding together. The stakes remain
high, the information remains incomplete, but now the decision-making
apparatus itself becomes more complex.

We turn now to the challenge of deciding with others.
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5
Deciding Together

The Planning Room

General Katherine Park surveys the faces around the table—seven
specialists arrayed before maps, timelines, and intelligence estimates
that will determine whether several thousand soldiers live or die. In
three weeks, her division will conduct the largest amphibious operation
since Inchon. The enemy holds Beach Alpha and Beach Beta. Her forces
can land at one of them. There will be no second chance.

The logistics officer worries about fuel supplies. Intelligence warns
that enemy troop strength in the landing zone may be underestimated
by 30%. Operations finds the timeline too compressed. Communi-
cations cannot guarantee encrypted links beyond the beach. Naval
liaison has concerns about uncharted shoals. Air support wants more
flexibility in weather windows. Civil affairs has been analyzing the
local population’s likely response.

General Park has commanded brigades in three wars. She has more
combat experience than anyone in this room, and she has opinions
about Beach Alpha versus Beach Beta. But she also knows that her
expertise in small-unit tactics tells her nothing about fuel consumption
rates for amphibious vehicles, signal propagation in mountainous ter-
rain, or how civilians behave when caught between opposing forces.
Each specialist knows something she does not.

The question is not whether to listen to her team—of course she will.
The question is how. When intelligence and operations disagree about
enemy strength, how should she weigh their views? When her own
instincts conflict with the logistics officer’s assessment, should she defer
or override? When everyone agrees, should she trust the consensus—or
worry that something has gone wrong?

This chapter is about the machinery of collective decision-making:
when groups beat individuals, when they fail catastrophically, and
what structures produce wisdom rather than muddle. The stakes in
Park’s planning room are as high as stakes get. But the same dynamics
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operate whenever multiple people must reach a decision together—in
boardrooms, operating theaters, courtrooms, and kitchens.

The Specific Decision

Let us make General Park’s situation concrete, because the principles
we are about to develop mean nothing without first feeling the problem.

The landing can occur at Beach Alpha or Beach Beta. Alpha is wider,
with easier approaches and road access to the interior. Beta is narrower
and more difficult, but only eight kilometers from the primary objective
rather than twenty. The choice is effectively irreversible—once forces
are committed, switching beaches mid-operation would be catastrophic.
This is a one-way door of the most consequential kind.

Park gathers her specialists and asks each for their assessment.

Intelligence: “Our signals intercepts suggest the enemy expects
Beach Alpha. They’ve reinforced it with two additional battalions. Beta
has one undermanned battalion—perhaps 400 effectives.”

Operations: “Alpha’s extra width lets us land the full brigade si-
multaneously. At Beta, we're feeding units in piecemeal for the first
six hours. If the enemy counterattacks during that window, we’re
vulnerable.”

Logistics: “Alpha has road access. Beta requires crossing a river
with no bridge rated for heavy vehicles. If we land at Beta and the
assault bogs down, we can’t sustain operations past day three.”

Naval: “The approaches to Beta have uncharted shoals. We’ve
surveyed, but I'm not confident we know everything. One of my
captains has a bad feeling about a sonar reading from last week. Alpha
is well-charted from thirty years of exercises.”

Communications: “Beta has terrain masking. We’ll lose line-of-sight
to naval fire support for critical hours during the advance inland. Alpha
has clear sightlines throughout.”

Air support: “Either beach works for us. Weather is the main
variable, and that’s identical for both.”

Civil affairs: “The population near Beta is historically hostile to the
enemy. They may provide intelligence and even active support. Alpha’s
population is mixed—some collaborators, some resisters, impossible to
predict.”

The naive approach would be to count votes. Three specialists—
logistics, naval, and communications—seem to favor Alpha. Intelligence
and civil affairs lean toward Beta. Air support is neutral. Operations
sees trade-offs. Does Park go with the majority?

You might ask: “Why not? Isn’t the whole point of gathering expert
input to follow it?”

The problem is that voting treats all opinions as equal and indepen-

Initial Leanings

Alpha Neut. Beta Mixed

3 1 2 1

Figure 5.1: A naive vote count: three spe-
cialists lean toward Alpha, two toward
Beta, one neutral, one sees trade-offs.



dent. But they are neither.

First, the specialists have different levels of confidence. Intelligence
is confident in their signals intercepts—they have intercepted actual
enemy communications discussing reinforcement of Alpha. Logistics is
confident in their road assessments—they have surveyed both routes.
But naval’s uncertainty about shoals is precisely that: uncertainty. They
are not confident either way; they are worried about what they do not
know.

Second, the considerations interact. If intelligence is right that Beta
is lightly defended, then operations” concern about piecemeal land-
ing matters less—a single undermanned battalion cannot mount an
effective counterattack. Similarly, if the assault moves quickly, logistics’
worry about day-three sustainability becomes irrelevant; they will have
captured the objective before supplies run short.

Third, information is asymmetric. The intelligence officer knows
things that affect the logistics assessment—specifically, that enemy
reinforcement timelines are much longer than assumed because their
supply lines are compromised. But this information has not surfaced
because the intelligence officer did not realize it was relevant to logistics.
Each specialist sees through their own lens.

What General Park Actually Does

Park does not take a vote. Instead, she facilitates a structured conversa-
tion designed to surface the interdependencies.

“Colonel Chen,” she says to the intelligence officer, “if Beta really
is as undermanned as your intercepts suggest, how quickly could the
enemy reinforce it?”
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“Forty-eight hours minimum, General. Their supply lines are compromised—

we haven't briefed this widely, but their main depot was destroyed last
week. They’re operating from secondary stocks.”

The logistics officer’s eyebrows rise. “That changes my assessment
significantly. If we only need to sustain three days of intense operations
rather than five, the river crossing is manageable.”

“Major Torres,” Park continues, “your concern about the shoals.
How bad is your bad feeling? Is this 'I'd rather not” or I think we’ll
lose ships’?”

The naval officer considers. “It’s one ambiguous sonar reading,
General. Probably nothing. If you told me we had to use Beta, I'd say
the risk is acceptable.”

The conversation continues for an hour. Operations learns that the
400 effectives at Beta include mostly reservists, not the elite units at
Alpha. Communications realizes that if they position relay stations
on a ridge visible in the intelligence photographs, the terrain masking
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problem largely disappears. Civil affairs provides details about a local
resistance network that could guide the advance.

By the end of the session, the picture has transformed. Beta, which
looked marginally worse than Alpha in the naive count, now looks
substantially better. The enemy weakness there is greater than initially
understood. The logistical challenges are more manageable than feared.
The risks—shoals, terrain masking—have been addressed with specific
mitigations.

Park chooses Beta.

The point is not that the majority was wrong. The point is that
aggregating views is not a mechanical process. The quality of the
aggregation depends entirely on the structure of the conversation.
A vote would have hidden the interdependencies. The structured
discussion surfaced them.

When Crowds Are Wise

Let us step back from General Park’s planning room and ask a more
general question: When should we trust collective judgment over indi-
vidual judgment?

The phenomenon that groups can outperform individuals has been
documented for over a century. In 1907, the statistician Francis Galton
attended a county fair where visitors were invited to guess the weight
of an ox. Individual guesses varied wildly—some absurdly high, some
absurdly low, most wrong by substantial margins. But when Galton
analyzed the 787 entries, he found something remarkable: the median
guess was 1,207 pounds. The actual weight was 1,198 pounds. The
crowd had erred by less than one percent.*

How does this work? Three mechanisms combine to make crowds
wise.

Information pooling. Different people know different things. Some
fairgoers had experience with cattle and could estimate weight from
appearance. Others knew market prices and worked backward from
what such an animal would sell for. Still others had weighed similar
objects and had calibrated intuitions. No individual had all relevant
information, but the crowd collectively did.

Error cancellation. Each person makes errors, but if those errors
are random and uncorrelated, they cancel out. Someone who guesses
too high is balanced by someone who guesses too low. The signal—
what everyone knows—accumulates. The noise—individual mistakes—
washes away.

Diverse perspectives. Different people approach the problem dif-
ferently. A butcher thinks about meat yield. A farmer thinks about
breeding stock. A child thinks about how many of themselves could

supply

quality timeline

Figure 5.2: Information flows between
specialists.  Intelligence’s knowledge
about supply lines changes logistics” as-
sessment; both affect operations.

* Galton originally reported the median
as 1,207 and the mean as slightly higher.
He was surprised and somewhat dis-
mayed by the result, as he had expected
to demonstrate the ignorance of the
masses. Nature, March 1907.

Guess

Figure 5.3: Galton’s ox: individual
guesses scatter widely, but errors cancel
and the median lands near truth.



equal the ox. These diverse mental models catch different aspects of
the truth.

Let us put some numbers to this. Suppose the true probability of
success for an operation is 30%. Three analysts estimate it: Analyst A
estimates 25%, a slight underestimate reflecting perhaps a conservative
disposition. Analyst B estimates 50%, a substantial overestimate reflect-
ing perhaps an optimistic temperament. Analyst C guesses 30%, which
happens to be right but more by luck than expertise.

The simple average is 35%—closer to truth than Analyst B, almost as
good as Analyst A, achieved without knowing which analyst is most
reliable. If we instead used the median, we would get 30% exactly.

You might ask: “If some people are more expert than others, shouldn’t
we just ask the experts and ignore everyone else?”

Sometimes yes—and we will discuss expertise weighting shortly.
But experts have blind spots. The intelligence officer’s expertise in
signals intercepts does not make her expert in naval navigation. And
experts tend to be confident, sometimes overconfident. The wisdom of
crowds works partly because it dilutes overconfidence with humility.
The person who knows they do not know much guesses conservatively;
the expert who thinks they know everything may be spectacularly
wrong.

When Groups Fail

General Park knows history. She knows that groups can make far worse
decisions than individuals—and she knows why. In 1961, President
John F. Kennedy gathered his advisors to evaluate a CIA plan to invade
Cuba using trained exiles. The plan had serious flaws that several advi-
sors privately recognized. But none pressed their concerns forcefully in
meetings. The result was the Bay of Pigs disaster: the invasion failed
within three days, most of the exile brigade was killed or captured, and
Kennedy was humiliated before the world.

The psychologist Irving Janis studied this failure and identified a
pattern he called groupthink.> The symptoms are recognizable:

Illusion of invulnerability. “We're too smart to fail. We're the
Kennedy administration—the best and the brightest.”

Collective rationalization. Warnings are dismissed rather than ex-
amined. “Those concerns have already been addressed.”

Belief in inherent morality. “We're the good guys, so our cause is
just, so our plan must succeed.”

Stereotyped views of adversaries. “Castro’s forces are demoralized.
The Cuban people will rise up to support us.”

Pressure on dissenters. “Get with the program.” Those who raise
concerns are made to feel disloyal.
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*Irving Janis, Victims of Groupthink, 1972.
Janis analyzed not only the Bay of Pigs
but also Pearl Harbor, the escalation of
the Vietnam War, and several other policy
disasters.
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Self-censorship. “I have doubts, but everyone else seems confident.
Maybe I'm missing something.”

Illusion of unanimity. Silence is interpreted as agreement. No one

. . X Group Pressure
realizes that others share their private concerns. cohesion to conform
Self-appointed mindguards. Certain members shield leadership
from dissenting information. “The President doesn’t need to hear about
hat.” Tllusion of Self-
that. unanimity censorship

Groupthink occurs when cohesion matters more than accuracy. When Figure 54: The groupthink cycle: co-

team members value belonging, harmony, and approval more than hesion creates pressure, pressure causes
self-censorship, censorship creates false

getting the right answer, they suppress divergent views. Each person unanimity, which reinforces cohesion.

assumes others’ confidence reflects knowledge, so private doubts stay
hidden.

But groupthink is not the only failure mode. Consider information
cascades. Suppose General Park’s first three advisors recommend Alpha.
The fourth advisor was initially inclined toward Beta but thinks: “They
know things I don’t. I should defer.” So she recommends Alpha too.
The fifth advisor sees four votes for Alpha and updates further. Soon
everyone recommends Alpha—not because the evidence supports it,
but because early voices set a pattern that later voices followed.

Cascades form because later speakers rationally defer to earlier ones.
If you genuinely believe that Colonel Chen knows more than you do,
and she has already spoken for Alpha, then your private information
about Beta seems less reliable. You discount it. But Chen may have
spoken first simply because she sits nearest the General, or because she
is senior, or because she is naturally confident. Her position at the head
of the cascade does not reflect the quality of her information.

Then there is the HiPPO problem: Highest Paid Person’s Opinion.
In most organizations, the boss speaks first, or their preferences are
known before the meeting starts. Subordinates do not contradict the
boss—not from cowardice, but because contradicting the boss has costs
and uncertain benefits. If the boss has signaled a preference, advice
flows in the direction of that preference.

If General Park had opened by saying “I'm inclined toward Beta,”
how many specialists would have found reasons to agree? How many
would have offered their concerns about Beta with the same clarity they
showed when she had not signaled?

Finally, there is diffusion of responsibility. When many people are
involved in a decision, each assumes others will raise concerns. “Some-
one more expert will speak up.” “It’s not my area.” The result: no one
speaks. This differs from self-censorship because the concerns never
fully crystallize. No one feels responsible for noticing what is wrong.



The Challenger Disaster

These dynamics combine with tragic consequences. On January 28,
1986, the Space Shuttle Challenger broke apart 73 seconds after launch,
killing all seven crew members. The immediate cause was failure of an
O-ring seal in one of the solid rocket boosters. But the deeper cause
was a group decision process that suppressed crucial information.

Engineers at Morton Thiokol, the contractor that built the boosters,
had data showing that O-ring resilience degraded at low temperatures.
The night before launch, with temperatures predicted to be the coldest
of any shuttle launch to date, they recommended against launching.
They presented their data in a teleconference with NASA officials.

What happened next illustrates nearly every pathology we have
discussed.

NASA officials pushed back. The data was incomplete, they said.
There were launches with no O-ring problems at intermediate tem-
peratures. Could the engineers prove that cold specifically caused the
failures?

The engineers could not prove it definitively. They had correla-
tional data, physical reasoning about rubber resilience, and professional
judgment—Dbut not a controlled experiment. They were asked, in effect,
to prove a negative in a teleconference the night before launch.

The managers at Morton Thiokol, facing pressure from their cus-
tomer, asked the engineers to reconsider. The engineers did not change
their technical opinion, but the managers overrode them. The launch
recommendation changed from “do not launch” to “launch.”

No one individual decided to kill seven astronauts. The decision
emerged from a process. NASA officials were frustrated by delays and
wanted evidence they did not have to justify further postponement.
Thiokol managers wanted to please their customer. Engineers who
knew the risk were outranked by managers who controlled the recom-
mendation. Information about the danger existed—but the aggregation
mechanism destroyed it.

You might ask: “Isn’t this just bad management rather than a group
decision problem? Shouldn’t the engineers have held firm?”

They tried. But a subordinate’s “I think this is dangerous” must com-
pete with organizational pressures, career concerns, and the knowledge
that being wrong about danger is remembered longer than being right.
The engineers were later vindicated, but they could not have known
that at the time. In the moment, they faced a system that discouraged
the information they had.

This is the common thread across all group failures: the corruption
of information. Individuals have signals. The aggregation mechanism
destroys or distorts them. The group output is worse than individual
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Figure 5.5: O-ring damage correlated
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saw this pattern. The decision process
suppressed it.
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wisdom because the process is broken.

The Same President, Opposite Outcomes

But here is the remarkable thing: eighteen months after the Bay of
Pigs, President Kennedy faced another Cuban crisis. Soviet nuclear
missiles had been discovered on the island. The world came closer to
nuclear war than at any other moment in history. Kennedy convened
his advisors again—many of the same people who had advised him on
the Bay of Pigs.

This time, the process was different, and the outcome was successful.

Kennedy had learned from the earlier disaster. He changed the
structure of deliberation in specific ways:

He absented himself from early meetings. Kennedy knew that his
presence would distort discussion—that advisors would tailor their
advice to what they thought he wanted to hear. So he stayed away from
the initial ExComm (Executive Committee) sessions, letting advisors
argue without his gravitational pull. The HiPPO left the room.

No option was dismissed prematurely. Air strikes, invasion, block-
ade, diplomacy, even accepting the missiles—all were debated seriously
before any was rejected. Premature narrowing of options had con-
tributed to the Bay of Pigs failure; Kennedy ensured it would not
happen again.

Devil’s advocates were explicit. Robert Kennedy and Ted Sorensen
deliberately argued against emerging consensus, regardless of their
private views. When the group began to converge on air strikes, they
made the case against. When it shifted toward blockade, they found
objections to that too. The role was structural, not personal.

Expertise was questioned. Military advisors recommended air
strikes. Kennedy pushed back: What if some missiles survive? What
would the Soviets do in Berlin? The experts were challenged on their
assumptions, not just their conclusions. “The generals always want
to bomb,” Kennedy remarked. He wanted to know if this time was
different.

Groups were small and fluid. ExXComm membership changed from
meeting to meeting. This prevented hardened factions from forming.
People argued different sides on different days.

The result: a blockade combined with secret diplomacy. The Soviets
withdrew the missiles. Nuclear war was avoided.

The lesson is not that Kennedy became wiser in eighteen months.
The lesson is that the process changed. The same president, with similar
advisors, in equally high-stakes situations, achieved opposite outcomes
because the decision-making structure was redesigned.

Kennedy learned from failure. The methods we are about to discuss—

Bay of Pigs

JFK signals preference
Experts dominate
Dissent discouraged
Large meetings

Missile Crisis

JFK absent initially
All options debated
Dissent required
Small groups

Figure 5.6: Same president, same stakes,
opposite processes, opposite outcomes.



structured disagreement, devil’s advocacy, leader absence from early
deliberations—are not abstract theory. They are distilled from this
history.

Methods That Work

General Park needs methods, not just warnings. What structures
produce good group decisions?

Structured disagreement. Before discussing a decision, require each
participant to write their assessment independently. No discussion until
written views are submitted. This prevents cascades: early speakers
cannot anchor later ones.

In Park’s planning room: each specialist submits a one-page memo
before the meeting. Park reads all seven before anyone speaks. When
discussion begins, she knows what the intelligence officer thought before
hearing operations” concerns. Independent signals are preserved.

Red teams. Assign someone—or a group—to argue against the
emerging consensus. Not devil’s advocacy in the weak sense (half-
hearted objections, easily dismissed) but genuine red teaming: a sepa-
rate group tasked with finding every flaw in the proposed plan.

For military operations, red teams try to defeat the proposed plan
in war games. They identify vulnerabilities that optimistic planners
would miss. If the red team can find a way to defeat Beach Beta, better
to discover it in a planning room than on the beach.

The Delphi method. Multiple rounds of anonymous assessment. Af-
ter round one, share aggregate results—medians, ranges, distributions—
but not attributions. Participants update their estimates privately. Re-
peat. Convergence occurs through information sharing, not social
pressure.

Why does anonymity matter? The logistics major can disagree with
the full colonel without career risk. The opinion is evaluated on its
merits, not its source.

Prediction markets. Let participants bet on outcomes. Prices aggre-
gate information efficiently because participants with better information
can profit from it, creating incentives to reveal what they know.

Consider an intelligence organization trying to estimate enemy troop
strength. Set up an internal market where analysts can bet on the actual
number. Those who believe the true strength is higher than current
estimates can buy; those who believe it is lower can sell. The market
price reveals aggregate belief in a way that resists manipulation by
authority.

You might ask: “If I do all this, won’t decisions take forever?”

Not all decisions warrant this apparatus. Recall Chapter 4: match
process to stakes. For two-way doors, these methods are overkill. For
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one-way doors with lives or fortunes at risk, the time investment is
warranted. The meta-skill is knowing when to use which method.

The Pre-Mortem

Let us spend more time on one method that deserves particular atten-
tion: the pre-mortem. This technique, developed by psychologist Gary
Klein, is simple but surprisingly powerful.3

The method works like this: Before committing to a decision, imagine
that it has already been implemented and has failed. Then ask everyone
in the room: “Why did it fail?”

The shift in psychological stance is crucial. In normal planning, we
are advocates for the decision. We want it to succeed, so we under-
weight risks. We see objections as obstacles to be overcome rather than
information to be incorporated. We focus on how to make the plan
work rather than how it might fail.

In a pre-mortem, we are already in the future where it failed. We are
freed to articulate what went wrong. This legitimizes dissent: partici-
pants are not criticizing the plan; they are explaining the (hypothetical)
failure. The social dynamics change entirely.

In General Park’s planning room, the pre-mortem would sound like
this:

“It’s six months from now, and Beach Beta was a disaster. Why?”

Each participant writes their own story of failure. The logistics officer
might write: “We landed successfully but the river crossing proved
more difficult than expected. Heavy equipment took 36 hours longer
than planned. By day three, fuel reserves were critical. When the enemy
counterattacked on day four, we couldn’t support our forward elements.
The operation stalled.”

The intelligence officer might write: “Our signals intercepts were
wrong. The enemy had anticipated our deception and fed us false infor-
mation. Beach Beta was actually heavily defended. The undermanned
battalion was bait.”

The naval officer might write: “Those uncharted shoals claimed two
landing craft. The resulting confusion delayed the second wave by four
hours. The enemy used that window to bring up reserves.”

These concerns—supply fragility, intelligence deception, navigation
hazards—might have been suppressed in optimistic planning. They
surface naturally when failure is assumed.

The pre-mortem is particularly valuable for one-way doors. When a
decision cannot be undone, finding the failure modes in advance is the
only protection. Klein’s research suggests that pre-mortems increase
the ability to identify reasons for future outcomes by roughly 30%—a
substantial improvement for a method that takes perhaps an hour.

3Gary Klein, “Performing a Project
Premortem,” Harvard Business Review,
September 2007. Klein developed the
technique based on research into prospec-
tive hindsight—the phenomenon that
imagining an event has already occurred
makes it easier to identify causes.
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Imagine failure
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it fail?”
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Figure 5.8: The pre-mortem process: as-
sume failure, explain it, then decide
whether to proceed.



Addressing Objections

You might ask: “Isn’t this just management consulting jargon? Red
teams, Delphi method—do these actually work outside academic stud-
ies?”

There is evidence. The Intelligence Advanced Research Projects Ac-
tivity (IARPA) ran a multi-year forecasting tournament called the Good
Judgment Project. Teams competed to predict geopolitical events—
elections, conflicts, economic shifts. The winning teams used structured
aggregation methods: independent estimates, tracking confidence lev-
els, weighting participants by track record. They consistently outper-
formed individual experts and traditional intelligence analysis. The
methods work when implemented seriously.

But implementation matters. A red team that is not really trying
to find flaws is theater. A pre-mortem that no one takes seriously is a
waste of time. The methods work when leadership genuinely wants
accurate information, not just cover for predetermined conclusions.

You might ask: “What if I'm the boss and I actually know better?
Shouldn’t I just decide?”

Sometimes yes. General Park has combat experience her specialists
lack. In domains where her expertise is genuine, her judgment may
be superior to aggregated novice opinions. The test: Is this a domain
where your intuition has received clear, fast feedback? Have you made
many similar decisions and learned from outcomes? If yes, trust your
judgment more heavily. If you are in a new domain, or one where
feedback is slow and ambiguous, collective wisdom becomes more
valuable.

You might ask: “Won't structured disagreement create conflict and
hurt team cohesion?”

It can, if done badly. The skill is separating intellectual disagreement
from personal conflict. “I think Beach Alpha is the wrong choice
because of logistics constraints” is constructive. “You logistics people
always hold us back” is not. Norms help: disagree on substance, not
on character. Expect disagreement—it is a sign the process is working.
Commit fully once decisions are made.

You might ask: “How do I avoid the HiPPO problem if I am the
HiPPO?”

Speak last. Announce uncertainty before the meeting: “I don’t have
strong views—I want to hear your assessments first.” Ask questions
rather than stating opinions. Explicitly reward dissent: when someone
contradicts you and turns out to be right, acknowledge it publicly. Your
behavior sets the tone. If you want honest input, you must make honest
input safe.

THE UNCERTAIN DECIDER 71



72 CLAUDE OPUS 4.5

Designing a Decision Process: A Worked Example

Let us bring these concepts home with a business example. A software
company must decide whether to launch a new product next quarter.
The product is a new analytics platform. Engineering says it is 80%
complete. Marketing has reservations about market timing. Sales is
enthusiastic. Finance worries about cannibalization of existing products.

The CEO wants a good group decision. Here is how she might
structure the process:

Step 1: Structure independent input. Before any meeting, each
functional leader submits a written assessment: their recommendation
(launch, delay, or cancel), their confidence level on a scale of o-100, and
their three biggest concerns. No sharing until all are submitted.

Step 2: Anonymous aggregation. A neutral party—the Chief of
Staff—compiles the assessments and shares the aggregate without
attribution. “Launch has two supporters, delay has one, cancel has
one. Average confidence is 55%. Concerns cluster around: engineering
completion risk, market timing, and cannibalization.”

Step 3: Structured discussion. The group meets. The CEO speaks
last. Each leader presents their view and hears challenges. The engi-
neering lead must address marketing’s concern that the product is not
ready for market expectations. The sales lead must address finance’s
cannibalization worry. Interdependencies surface.

Step 4: Red team the leading option. If the group leans toward
launch, designate two people to argue against it. Give them an hour to
build the strongest case for delay or cancellation. Then present it to the
group.

Step 5: Pre-mortem. “Assume we launched in Q3 and it failed.
Why?” Each person writes a paragraph describing the failure. Share
and discuss.

Step 6: Decision and commitment. The CEO decides. Those who
disagreed state their objections for the record, then commit to full
support in execution. Amazon calls this “disagree and commit”—
dissent is preserved for later learning, but execution is unified.

Why does this process work? Independent input prevents cascades.
Anonymity reduces HiPPO effects. Structured discussion surfaces
interdependencies. Red teaming stress-tests the conclusion. Pre-mortem
catches overlooked risks. And recorded dissent protects dissenters and
enables learning.

Time investment: Perhaps six to eight hours total across multiple
meetings. For a decision affecting millions of dollars and the company’s
strategic direction, this is appropriate. For a minor feature decision, it
would be overkill. Match process to stakes.

¢ Written memos

¢ Anonymous summary
¢ Structured discussion
¢ Red team

¢ Pre-mortem

® Decision

Figure 5.9: A structured process for high-
stakes group decisions.



Mission Command vs. Central Control

There is a deeper question beneath all these methods: Who should
decide?

One model is central control. The senior leader gathers information
from subordinates and makes the decision. Authority is centralized.
This works when the leader can absorb all relevant information and
when the situation is stable enough for orders to remain valid.

The other model is mission command—what the German military
called Auftragstaktik. The senior leader specifies the objective and
constraints. Subordinates decide how to achieve it, adapting to circum-
stances the senior leader cannot see. Authority is decentralized.

The Germans developed mission command because of a recognition:
the general cannot see what the lieutenant sees. The lieutenant is on
the ground, in the moment, observing things the general will never
know. If the lieutenant must request permission for every tactical
decision, opportunities will be lost and threats will materialize before
approval arrives. The friction of communication makes central control
unworkable in dynamic environments.

When does each model work?

Central control works when information can flow to the center faster
than conditions change, when the center has expertise subordinates
lack, when coordination across units requires unified direction, or when
errors by subordinates are irreversible and catastrophic.

Mission command works when local conditions vary in ways the
center cannot anticipate, when speed matters more than optimization,
when subordinates have relevant expertise, or when the situation is
complex enough that central direction would be too slow or too crude.

The application to business is direct. Should the CEO decide the
product launch, or should the product team decide within strategic
guidelines? If the CEO has information and expertise the product team
lacks, centralize. If the product team has local knowledge the CEO
cannot access, decentralize with clear objectives.

General Park does not delegate the beach selection to her specialists—
that decision requires integration across domains that only she can
perform. But she will issue mission command for execution: “Take
the objective within 72 hours, using no more than X casualties.” How
they do it is the specialists’” domain. She chooses the objective and
constraints; they choose the path.

The art of leadership is knowing which decisions to centralize and
which to delegate—and designing processes that make centralized
decisions wise when they are necessary.
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Toward Calibration

General Park makes her decision. Beach Beta. Her specialists commit,
the plans are finalized, the operation set in motion. She has aggregated
expertise, avoided groupthink, used structured methods. She has done
everything right.

But a question remains: How confident should she be?

The intelligence officer said enemy strength at Beta was low—but
how reliable is signals intelligence? The logistics officer said they could
sustain operations for three days—but what is the uncertainty around
that estimate? The naval officer’s shoal survey was ambiguous—just
how ambiguous?

Group decisions aggregate individual judgments. But the quality of
that aggregation depends on the quality of the underlying estimates. If
everyone is overconfident, the group will be overconfident. If everyone’s
calibration is poor, pooling their judgments does not fix the calibration.
Garbage in, garbage out—even with excellent aggregation mechanisms.

This brings us to a deeper skill: knowing what you know, and more
importantly, knowing what you don’t know. Whether deciding alone
or together, the ability to accurately assess your own confidence is
foundational. A group of well-calibrated individuals makes better
collective decisions than a group of overconfident ones, regardless of
how the aggregation is structured.

We turn now to calibration: the art of accurate confidence.



6
Calibration

Two Experts, One Number

Dr. James Morrison examines a chest X-ray in the radiology reading
room. The shadow is ambiguous—it could be a tumor, or it could be a
granuloma left over from some forgotten infection decades ago. He has
seen thousands of these images. He has trained for years. He turns to
his resident and says: “I'd put the probability of malignancy at about
30%.”

Two hundred miles away, Marcus Webb studies atmospheric models
at the National Weather Service office in Norman, Oklahoma. A low-
pressure system is approaching from the west. The computer models
disagree about exactly when and where precipitation will occur. He
has seen thousands of these patterns. He has trained for years. He goes
on the evening news and says: “There’s about a 30% chance of rain
tomorrow.”

Both are experienced professionals. Both have access to the best tools
in their fields. Both are expressing genuine uncertainty with a specific
number. So here is a question: Which one should you believe?

The answer, somewhat surprisingly, is Marcus Webb. When weather
forecasters say 30% chance of rain, it rains about 30% of the time. When
they say 70%, it rains about 70% of the time. Their probabilities mean
what they say. When physicians express 30% confidence in a diagnosis,
the relationship between their stated confidence and actual outcomes is
much weaker—sometimes they are right far more than 30% of the time,
sometimes far less. Their probabilities are less informative.

This is not about intelligence. Dr. Morrison may be brilliant; Marcus
Webb may be ordinary. It is not about training—both have extensive
education in their fields. It is about something more subtle: whether
the domain in which you work teaches you what your confidence levels
actually mean.

Let us explore what calibration is, why some domains produce it
and others do not, and how you can improve yours regardless of where
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you work.

The Track Record

Before we define calibration precisely, let us look at the evidence. The
pattern we are about to see is so consistent across studies that it has
fundamentally changed how we think about expertise.

The National Weather Service has been studied extensively since
the 1970s. When forecasters assign probabilities to precipitation events,
those probabilities predict outcomes remarkably well. If you gathered
all the days when forecasters said “20% chance of rain,” you would find
that it rained on about 19-21% of them. If you gathered all the days
when they said “80% chance,” you would find rain on about 78-82% of
them. The forecasters have learned, over decades, what their confidence
levels actually mean.”

Now consider medicine. In a classic study at a teaching hospital,
researchers asked physicians to estimate the probability that patients
had particular conditions, then tracked outcomes. When physicians
expressed high confidence—90% or greater certainty in their diagnoses—
they were wrong about 30-40% of the time. Their “90% confident”
turned out to mean something closer to 60-70% likely.?

This is not a criticism of physicians. They face a harder problem
than meteorologists. But the difference in calibration is striking, and
understanding why tells us something important about human judg-
ment.

The pattern extends across fields. Bridge players are well-calibrated;
when good bridge players estimate their chance of making a contract,
they are remarkably accurate. Professional poker players are reason-
ably well-calibrated on hand probabilities, though not on tournament
outcomes. Stock market analysts, by contrast, are poorly calibrated—
their confidence in price predictions bears little relationship to accuracy.
Political pundits are very poorly calibrated; confident predictions about
elections, policies, and geopolitical events are barely better than chance.
Clinical psychologists are poorly calibrated on predictions about patient
outcomes, despite extensive training.

You might ask: “Wait—isn’t accuracy more important than knowing
how accurate you are? If Dr. Morrison diagnoses correctly more
often than a medical student, shouldn’t I trust him more, even if his
confidence levels are off?”

Here is why calibration matters for decisions. Suppose you must
choose between two treatments. Treatment A has higher expected
benefit if the diagnosis is correct. Treatment B is safer if the diagnosis
might be wrong. To choose wisely, you need to know not just whether
the doctor is good, but how much confidence to place in the diagnosis.

* Murphy and Winkler, “Probability Fore-
casting in Meteorology,” Journal of the
American Statistical Association, 1984. This
paper established weather forecasting as
the benchmark for calibration studies.

Actual
« -
s
&
Q}/ ’
.
,
e
60% L]
.
e
&
y
.
20% ]
7/
p
0% o Forecast

Figure 6.1: Weather forecasters’ reliabil-
ity diagram: stated probabilities closely
match actual frequencies. Points hug the
diagonal.

? Christensen-Szalanski and Bushyhead,
“Physicians’ Use of Probabilistic Informa-
tion in a Real Clinical Setting,” Journal
of Experimental Psychology: Human Percep-
tion and Performance, 1981.



If Dr. Morrison says “30% chance of cancer” and you know his 30%
actually means 50%, you might choose differently than if his 30% really
means 30%.

Uncalibrated expertise is still expertise—but calibrated expertise is
more useful.

What Calibration Means

Let us be precise about what we are measuring.

A forecaster is well-calibrated if, across many predictions, their stated
probabilities match actual frequencies. When they say 30%, the event
occurs 30% of the time. When they say 80%, it occurs 80% of the time.

We visualize this with a reliability diagram. The horizontal axis shows
the probability the forecaster assigned. The vertical axis shows the
actual frequency of occurrence. If we plot each probability level against
its observed frequency, perfect calibration appears as a diagonal line
from the origin to the upper right corner.

To build a reliability diagram:

1. Collect many predictions with associated probabilities.

2. Group predictions by stated probability—all the 20% predictions
together, all the 50% predictions together, and so on.

3. For each group, calculate what fraction of predictions actually came
true.

4. Plot stated probability (horizontal) against actual frequency (verti-
cal).

Here is a concrete example. Suppose a forecaster makes 100 predic-
tions at the 30% confidence level. If she is well-calibrated, about 30 of
those predictions should come true. If 50 come true, she is underconfi-
dent—things happen more often than she expects. If only 10 come true,
she is overconfident—she thinks things are more likely than they are.

You might ask: “But any single prediction at 30% might or might
not come true. How can I evaluate a single probability estimate?”

You cannot—not from a single case. This is a crucial point that many
people miss. When someone says “there’s a 30% chance,” we cannot
evaluate that prediction in isolation. We need to see their track record
across many similar predictions. Did their 30% predictions come true
about 30% of the time?

This has implications for how we evaluate decisions, which we will
explore in Chapter 9. For now, note that calibration is fundamentally
about patterns across many predictions, not about individual cases.

Let us also distinguish calibration from resolution. Resolution mea-
sures whether your probability estimates vary appropriately with actual
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outcomes. A forecaster who always says “50% chance” might be per-
fectly calibrated—if events do occur 50% of the time. But she has
zero resolution; she is not distinguishing likely from unlikely cases. A
good forecaster needs both: calibrated probability levels that also vary
meaningfully across situations.

Why Some Domains Produce Calibration

Now we reach the interesting question: Why is Marcus Webb well-
calibrated while Dr. Morrison is not? The answer involves three
conditions.

Condition 1: Fast, frequent feedback.

Weather forecasters learn quickly because predictions verify within
24-48 hours. Every forecast has a clear outcome: it rained or it did
not. A forecaster who says “30% chance of rain” finds out tomorrow
whether it rained. Over a career, a forecaster might make 10,000 such
predictions, each with clear feedback.

Physicians face a different world. Diagnostic outcomes may take
months or years to verify—if they ever are. Patients change doctors,
move away, or never get the definitive test that would confirm or
refute the diagnosis. Many conditions resolve on their own, so even
“successful” treatment may tell us nothing about whether the diagnosis
was right.

Let us put numbers to this. A weather forecaster making 30 precipi-
tation predictions per month accumulates over 300 feedback instances
per year. After a decade, they have received feedback on more than
3,000 predictions. A physician might see perhaps 20 cases per year
where the diagnosis is later definitively confirmed or refuted. After
a decade, they have 200 data points—not enough to calibrate across
different confidence levels.

Condition 2: Clear outcome criteria.

Weather outcomes are unambiguous. Either measurable precipita-
tion fell at the specified location in the specified time window, or it did
not. There is no judgment involved in determining the outcome.

Medical outcomes are often fuzzy. Did the patient improve because
of the treatment or despite it? Was the original diagnosis correct, or
did the disease resolve spontaneously? Did the patient follow the
treatment plan? These ambiguities make it hard to connect predictions
to outcomes cleanly.

Condition 3: Stable relationships.

The relationship between atmospheric patterns and precipitation is
governed by physics. A weather pattern that produced rain in 1990
produces rain today. The underlying mechanism does not change.

Medical relationships drift. Diseases evolve—bacteria develop an-



tibiotic resistance. Diagnostic technology improves—what looked am-
biguous on a 1990 X-ray might be clear on a 2024 CT scan. Treatment
protocols change. A physician’s intuitions, built over decades, may
partially reflect relationships that no longer hold.

The calibration equation, then, is: calibration develops when fast feedback
meets clear criteria in a stable environment. When any condition is missing,
calibration stagnates.

You might ask: “So are physicians just stuck with bad calibration?
That seems unfair—they’re dealing with harder problems.”

Not necessarily stuck. Some interventions help. Mortality and
morbidity conferences force physicians to review outcomes. Structured
feedback systems can be implemented. Decision support tools can
provide base rates for common diagnoses. But these require deliberate
effort. The practice of medicine does not naturally generate calibration
the way weather forecasting does; the feedback loops must be artificially
constructed.

This brings us to the most important point for readers of this book.
Most of you are not weather forecasters. You work in domains more
like medicine: feedback is delayed, outcomes are noisy, environments
shift. This means your intuition is probably not well-calibrated unless
you have done deliberate work to make it so.

Do not despair. Calibration can be trained. But first, let us see how
the training became possible.

The Brier Score Revolution

In the early days of weather forecasting, predictions were verbal. Fore-

7

casters said “fair,” “cloudy,” or “chance of rain” with no systematic
way to measure accuracy. Two forecasters could disagree, and neither
could prove the other wrong.

The incentive structure was problematic. A forecaster who always
said “50% chance of rain” could never be clearly wrong. A forecaster
who made bold predictions would be criticized for misses. The safe
strategy was vague hedging—precisely the opposite of what good
forecasting requires.

In 1950, Glenn Brier, a statistician at the U.S. Weather Bureau, pro-
posed a simple solution.3 He suggested scoring each forecast with a

formula:

1

N (fi —o0:)?

1=z

Brier Score =

I
—

where f; is the forecast probability (between o and 1) and o; is the
outcome (1 if the event occurred, o if not).
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Fast feedback

l Clear criteria Calibration

Stable relations

Figure 6.3: The three conditions for de-
veloping calibration. All three must be
present.

3Glenn W. Brier, “Verification of Fore-
casts Expressed in Terms of Probability,”
Monthly Weather Review, 1950. The paper
is only a few pages long but revolution-
ized forecast verification.
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Let us work through an example. Suppose Marcus Webb predicts
“30% chance of rain” and it does rain. His score for that prediction is:

(0.30 — 1)% = 0.49
If he predicts 30% and it does not rain:
(0.30 — 0)% = 0.09

Lower scores are better. A perfect forecaster who always assigned
probability 1 to events that occurred and probability o to events that did
not would score o. A forecaster who always said 50% would average
0.25.

Here is the crucial property: the Brier Score rewards honest proba-
bility reporting. If you truly believe the probability is 30%, saying 30%
minimizes your expected score. If you lie—saying 50% when you be-
lieve 30%—your expected score worsens. The mathematical details are
in the textbooks; the intuition is that honest forecasting is the optimal
strategy under this scoring rule.4

The Brier Score created accountability. Forecasters could be com-
pared objectively. Training programs could be evaluated. And crucially,
forecasters themselves could see how their predictions performed across
different confidence levels.

What happened next transformed weather forecasting. The National
Weather Service began tracking Brier Scores systematically. Forecasters
received regular feedback on their calibration. Training programs were
developed specifically to improve calibration. Forecast methods were
refined based on what the scores revealed.

Within two decades, weather forecasters became the most calibrated
experts in any field. Not because they were smarter than physicians or
stock analysts, but because they had:

1. A scoring rule that rewarded calibration
2. Institutional commitment to tracking scores

3. Fast, frequent feedback on every prediction

The lesson for other domains is clear. Medicine, intelligence analy-
sis, financial forecasting—all could improve calibration by developing
appropriate scoring rules, systematically tracking predictions and out-
comes, and creating feedback loops that reach practitioners.

Some fields are starting to do this. Intelligence agencies now use
structured analytic techniques that force probability estimates and track
outcomes. Prediction markets provide Brier-like scoring for political
and economic forecasts. Medical decision support systems are begin-
ning to incorporate calibration feedback.

Brier Score

Forecast Outcome Score

0.30 Rain 0.49
0.30  Norain 009

0.80 Rain 0.04

Lower is better

Figure 6.4: Brier scores for different pre-
dictions. Confident correct predictions
score best.

+This property is called “propriety” in
the scoring rules literature. A proper
scoring rule is one where the forecaster’s
expected score is optimized by reporting
their true belief.



But most professional domains still operate like weather forecasting
before Brier: experts with strong opinions, no systematic accountability,
and no way to learn what their confidence levels actually mean.

How to Improve Your Calibration

Having established that calibration rarely develops naturally, let us turn
to practical techniques for improvement. The good news is that calibra-
tion responds to training. The evidence is strong and the methods are
accessible.

Technique 1: Calibration training exercises.

The most direct approach is to practice making probabilistic esti-
mates and receiving feedback. The classic exercise uses trivia questions.

The format is simple. For each question, you provide a 90% confi-
dence interval—a range such that you are 90% sure the true answer
falls within it. Not a point estimate, but a range that reflects your
uncertainty.

Try it yourself. For each question below, write down a range before
reading further:

1. In what year was the first email sent?

2. How many bones are in the adult human body?

3. What is the diameter of the Moon in kilometers?

. How many words are in the U.S. Constitution (original text)?

. What is the deepest point in the ocean, in meters?

N U B

. How many countries currently possess nuclear weapons?
7. What is the speed of sound at sea level (in m/s)?

8. How many paintings did Vincent van Gogh complete?

9. What was the population of London in 1900?

10. How many days did the Apollo 11 mission last (launch to splash-
down)?

The answers appear at the end of this chapter.>

Now count how many of your 9o% intervals contained the true
answer. If you are well-calibrated, about g out of 10 should be correct.
Most untrained people get 3-5 correct—their “90% confident” inter-
vals are actually only 30-50% likely to contain the truth. They are
dramatically overconfident.

Here is what calibration training reveals: the feeling of 90% confi-
dence does not correspond to 9o% likelihood. Your subjective experi-
ence of certainty is not a reliable guide to objective probability. The
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5See the final section for answers. Do
not look until you have written all ten
intervals.
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interval that feels like 90% is typically much narrower than a true 90%
interval.

The fix is not to know more facts. It is to widen your intervals
until they actually represent 9o% confidence. If your gut says the
answer is between X and Y, try “half of X to double of Y” for your 9go%
interval. After a few rounds of this exercise with feedback, most people
dramatically improve.

The improvement transfers. People who become well-calibrated on
trivia questions also become better calibrated on professional judgments.
The skill is general: learning what different confidence levels feel like.

Technique 2: Reference class forecasting.

When estimating something specific, do not start with the details of
your case. Start with the reference class.

Consider a software project. The inside view: “This project should
take six months because I've analyzed the requirements, designed the
architecture, and accounted for known risks. It’s well-scoped.”

The outside view: “Software projects of this type and size have
historically taken 12-18 months. My project is probably not special.”

The outside view is almost always more accurate. This is not because
you lack insight into your specific situation. It is because everyone
thinks their situation is special, and they are usually wrong. The base
rate—how long similar projects actually take—contains information
that optimistic planning ignores.

The technique:

1. Identify the reference class. What kind of thing is this? What are
similar cases?

2. Find the base rate. How often do things in this class succeed? How
long do they take? How much do they cost?

3. Start from the base rate. Your estimate should begin there, not at
your optimistic assessment.

4. Adjust carefully. You may have specific reasons to expect better or
worse performance. But be skeptical of large adjustments. Most
people adjust too much toward their inside view.

Reference class forecasting consistently outperforms intuitive esti-
mation, particularly for duration and budget predictions. Projects and
organizations that use it systematically come closer to their estimates.®

Technique 3: Pre-mortems.

We encountered pre-mortems in Chapter 5 as a tool for group deci-
sions. They also improve individual calibration.

Before making a decision, imagine it has failed. Then ask: “Why did
it fail?”

Calibration Training

Before: —

After; ——eo—

Figure 6.5: Untrained intervals are too
narrow. Calibration training teaches you
to widen them appropriately.

¢ The technique was formalized by Daniel
Kahneman and Amos Tversky, though
the underlying insight—that base rates
matter—goes back further. See Kahne-
man, Thinking, Fast and Slow, Chapter 23.



The shift in stance is crucial. In normal planning, you are an advocate
for success. You want the plan to work, so you underweight risks. In a
pre-mortem, you have already failed. You are freed to articulate what
went wrong.

Pre-mortems counteract the planning fallacy—our systematic ten-
dency to underestimate time, cost, and risk. By forcing you to generate
specific failure scenarios, they bring base rates of failure into focus. The
exercise calibrates your optimism.

You might ask: “I don’t have time to do reference class analysis and
pre-mortems for every decision.”

You do not need to. Reserve these techniques for consequential
decisions—particularly the one-way doors we discussed in Chapter 4.
For routine decisions, quick intuition is fine. But for major commit-
ments, spending thirty minutes on these exercises can save enormous
amounts of money, time, and regret.

Knowing What You Don’t Know

We have discussed calibration as a technical skill. But there is a deeper
point here, one that connects to an ancient philosophical tradition.

Socrates famously claimed that his wisdom consisted in knowing
that he knew nothing. This is often quoted but rarely understood.
The useful interpretation is not global skepticism—"“nothing can be
known”—but something more practical: “I know the limits of what I
know.”

This is what calibration gives you. A well-calibrated person does not
know more facts. They have accurate beliefs about their own beliefs.
When they are confident, their confidence is justified. When they are
uncertain, they know they are uncertain. The metacognition—knowing
about knowing—is precise.

Here is why this matters. The feeling of knowing is not a reliable
guide to actually knowing. Studies consistently show that confidence
and accuracy are only weakly correlated in most domains. People who
are dead wrong often feel completely certain. People who happen
to be right often feel uncertain. Your subjective experience of your
knowledge is systematically misleading.

You might ask: “If I can’t trust how confident I feel, what can I
trust?”

External feedback. Track records. Reference classes. Scoring rules.
The well-calibrated expert does not rely on how confident they feel.
They rely on how confident they should be, given their track record
in similar situations. This requires a kind of humility: “I've felt this
confident before and been wrong 30% of the time, so I'm probably
about 30% likely to be wrong now.”
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Confidence

Accuracy
Weak correlation

Figure 6.6: In most domains, confidence

and accuracy are only weakly related.

Confident people are not reliably more
accurate.
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This is wisdom in a practical sense. The wise decision-maker com-
mits confidently when genuinely confident and hedges appropriately
when genuinely uncertain. They distinguish domains where intuition
is trustworthy from those where it is not, and they update beliefs based
on evidence, not ego.

You might ask: “What about genuinely novel situations where there’s
no track record? How do I calibrate there?”

You cannot calibrate precisely. But you can be appropriately humble.
If you have never faced this situation and no reference class applies,
your confidence should be low—whatever your gut says. The discom-
fort of admitting “I don’t know” is smaller than the cost of acting on
unjustified confidence.

There is a trap here that we will explore more fully in Chapter 9.
When you evaluate your own calibration, you must resist the temptation
to judge by outcomes. A single outcome tells you almost nothing about
whether your probability estimate was good. Dr. Morrison says “30%
chance of malignancy” and it turns out to be cancer. Was he wrong?
You cannot tell from one case. You would need to see dozens of his
30% predictions to know whether his 30% means 30%.

This is the phenomenon poker players call “resulting”—evaluating a
decision by its outcome rather than by its quality at the time. It is one
of the deepest traps in learning from experience, and we will devote an
entire chapter to it. For now, simply note: calibration is about patterns
across many predictions, not about individual cases.

Back to the Hospital

Let us return to Dr. Morrison and his ambiguous X-ray.

Suppose he has done the calibration work. He has kept a prediction
journal for years, tracking his diagnostic confidence levels and eventual
outcomes. He has worked through calibration training exercises. He
knows his track record.

When he says “30% chance of malignancy,” he means it. Not because
he feels 30% confident—feelings are unreliable—but because he knows
that in similar cases where he has expressed similar confidence, the
outcome has been malignant about 30% of the time.

This Dr. Morrison is more useful than the uncalibrated one. His
probabilities inform decisions. The patient can weigh treatment options
knowing what 30% actually means. The insurance company can allocate
resources appropriately. The resident can learn calibrated judgment
from a calibrated mentor.

The uncalibrated Dr. Morrison might be just as skilled at pattern
recognition. But his confidence levels carry noise instead of signal.
His 30% might mean 10% or 50%—we cannot tell. We must treat



his probability statements as rough impressions rather than calibrated
assessments.

The difference is not intelligence or training. It is whether the
physician has done the meta-cognitive work to understand their own
judgment.

What Happens When There’s No Time

Throughout this chapter, we have discussed deliberate techniques:
calibration exercises, reference classes, pre-mortems, prediction journals.
These take time. They assume you have the luxury to reflect before
committing.

But sometimes you do not. An emergency room physician has three
critical patients and two open trauma bays. She must decide in seconds
who gets immediate attention. A startup CEO must respond today to
an acquisition offer; the buyer will not wait. A platoon leader faces
incoming fire and must decide now whether to advance, retreat, or
hold.

Time pressure breaks everything we have built so far. Careful struc-
turing (Chapter 2), information gathering (Chapter 3), deliberate pro-
cess for irreversible decisions (Chapter 4), group consultation (Chapter
5), calibrated probability assessment (this chapter)—all assume time
you may not have.

What do you do when there is no time to be careful? The answer
is not to throw out everything you have learned. It is to prepare in
advance so that good decisions happen fast. We turn to this challenge
next: decisions under time pressure, when the luxury of deliberation is
gone and only trained instinct remains.
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Two Physicians
Calibrated: ~ 30% = 30%

Uncalibrated: ~ 30% = ???

Same accuracy,
different usefulness
Figure 6.7: Calibrated and uncalibrated
physicians might have equal diagnostic
accuracy, but only the calibrated one’s
probability estimates are informative.
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Appendix: Calibration Exercise Answers

10.

. First email sent: 1971 (Ray Tomlinson, ARPANET)
. Bones in adult human body: 206
. Diameter of the Moon: 3,474 km

. Words in U.S. Constitution (original): approximately 4,543

Deepest ocean point: 10,994 m (Challenger Deep, Mariana Trench)

Countries with nuclear weapons: 9 (US, Russia, UK, France, China,
India, Pakistan, Israel, North Korea)

Speed of sound at sea level: 343 m/s (at 20°C)
Van Gogh paintings: approximately 9oo
Population of London in 1900: approximately 6.5 million

Apollo 11 mission duration: 8 days, 3 hours (about 8 days)

Scoring: If you got 9-10 intervals correct, you are well-calibrated.

Seven or eight correct indicates reasonable calibration. Five or six

correct suggests you are somewhat overconfident. Three or four correct

means you are significantly overconfident. If you scored o-2 correct,

you are severely overconfident.

If you scored below 7, your 9o% intervals were too narrow. The

solution is not to know more—it is to widen your intervals until they

actually represent 9go% confidence. When something feels like a reason-

able range, double it.



7
Decisions Under Time Pressure

Ninety Seconds

Dr. Emily Nakamura has been on shift for six hours when three
ambulances arrive within four minutes of each other at the Level I
trauma center. The chaos is immediate and total.

Bay 1 holds a 34-year-old construction worker with a penetrating
chest wound. He is conscious but his blood pressure is dropping—
94 over 60 and falling. The paramedic’s report mentions a nail gun
accident; the entry wound is just left of the sternum.

Bay 2: a 67-year-old woman, slurred speech, right-side weakness.
The family says she was fine at breakfast, complained of a headache
around noon. Nobody knows exactly when the symptoms started.

Bay 3: a teenager, motorcycle versus SUV, unconscious since the
scene. His left pupil is larger than his right and sluggish to light.

The hospital has two trauma surgeons available. One is already
scrubbing in for an emergency from thirty minutes ago. Sarah has
perhaps ninety seconds to decide who gets the second surgeon and
who waits. Waiting might mean death. Operating on the wrong patient
first might also mean death—of someone else.

There is no time to order more tests. No time to consult the literature.
No time to run a decision tree or calculate expected values. Sarah looks
at the patients, looks at the monitors, and decides. The whole thing
takes less time than it took you to read this paragraph.

This is not a failure of the careful decision-making we have discussed
in earlier chapters. It is a fundamentally different mode of operation.
When time compresses, everything changes—and the skills that serve
us well in deliberate decisions can become luxuries we cannot afford.

Let us examine what happens in those ninety seconds, and what
makes some people extraordinarily good at such moments.
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What Sarah Actually Does

Return to Sarah’s decision and slow it down. What is happening in
those ninety seconds?

The information available:

Patient A, the construction worker with the chest wound, has vitals
that are deteriorating but slowly. The mechanism—a nail gun injury
near the sternum—suggests possible cardiac involvement, but it could
also be contained to the lung. Critically, he is conscious, which means
brain perfusion is currently adequate. People with immediately fatal
injuries do not stay awake.

Patient B, the stroke presentation, shows classic signs: right-sided
weakness, slurred speech, sudden onset. If this is an ischemic stroke—a
clot blocking blood flow—every minute of delay destroys brain tissue.
The phrase in neurology is “time is brain.” But if it is a hemorrhagic
stroke—bleeding into the brain—the treatment protocol is entirely
different. Without a CT scan, Sarah cannot know which.

Patient C, the motorcycle teenager, is the one that makes Sarah’s
pulse quicken. Unconscious with unequal pupils after head trauma
suggests rising intracranial pressure. The brain is swelling, or bleed-
ing, or both, and it is pushing against the skull with nowhere to go.
This is a neurosurgical emergency. But the hospital does not have a
neurosurgeon on site; the nearest neuro center is twenty minutes by
helicopter.

What Sarah knows from experience:

Chest wounds that present with the patient conscious usually have
what trauma surgeons call the “golden hour”—a buffer of time where
intervention can save them. Not always, but usually. The body is re-
markably good at compensating for damage, right up until the moment
it cannot compensate anymore.

Stroke presentations with unknown onset time are often already
outside the thrombolytic window anyway. The clot-busting drugs that
save stroke patients only work in the first few hours, and “she was fine
at breakfast” could mean the stroke started at 7 AM or at 11:45.

Unequal pupils with unconsciousness after head trauma is the most
time-critical presentation here. Brain herniation—where the swelling
brain starts pushing through the hole at the base of the skull—can
progress to irreversible damage within minutes. But there is noth-
ing Sarah can do surgically. She is an emergency physician, not a
neurosurgeon. The patient needs to be somewhere else.

The decision:

Survivability

Golden hour > Time

Figure 7.1: Trauma survivability plateaus
during the “golden hour,” then drops
when compensation fails.

Sarah assigns the second surgeon to Patient A for immediate thoracotomy—

opening the chest to find and control the bleeding. She personally initi-
ates the stroke protocol for Patient B, starting with an immediate CT



scan to determine stroke type. Patient C gets aggressive stabilization—
hyperventilation to reduce brain swelling, mannitol to draw fluid out
of the brain tissue—and immediate helicopter dispatch to the neuro
center.

Why this allocation works:

Patient A needs surgical intervention that only a surgeon can provide.
The surgeon is the scarce resource; the surgeon goes where only a
surgeon can help.

Patient B needs diagnostics and potentially medication—things Sarah
herself can manage while the CT runs.

Patient C needs neurosurgery that this hospital cannot provide. The
best local intervention is to slow the deterioration and transport fast.
No amount of local resources changes what the patient actually needs.

What could go wrong;:

Everything, of course. Patient A’s wound could be more stable than
it appears, and the surgical resource might have saved someone else.
Patient B’s CT might show hemorrhagic stroke, changing management
completely and requiring a neurosurgeon who is now occupied. Pa-
tient C might deteriorate during transport preparation and die in the
helicopter.

These are not hypotheticals; they are the reality of emergency
medicine. Some of these patients will die despite perfect decisions.
Some would survive despite terrible ones. Sarah cannot know in ad-
vance which.

The key insight is this: Sarah is not optimizing. She is not finding
the best allocation of resources. She is finding a good enough allocation
fast enough. The difference between an 85% solution now and a 95%
solution in ten minutes is that the 95% solution might be optimizing
for three corpses instead of three patients.

Satisficing

The term “satisficing” was coined by Herbert Simon in 1956, in a paper
that would eventually help earn him the Nobel Prize in Economics." It
is a portmanteau of “satisfy” and “suffice.” Where optimizing seeks
the best possible outcome, satisficing seeks an outcome that meets a
threshold—and stops searching as soon as one is found.

Classical decision theory assumes infinite time and zero cost for
deliberation. In that world, you should always optimize. Search ev-
ery option, calculate every expected value, find the global maximum.
Searching costs nothing, so you should search until you find the best.

In the actual world, searching has costs: time, attention, energy,
and sometimes the closure of options that existed moments ago. The
optimal decision made too late is not optimal at all.

THE UNCERTAIN DECIDER 89

* Herbert A. Simon, “Rational Choice and
the Structure of the Environment,” Psy-
chological Review, 1956. Simon spent his
career studying how humans actually
make decisions, rather than how ideal-
ized rational agents would.

Quality

F\ Good enough

Time spent
Stop Optimal

Figure 7.2: Satisficing stops when qual-

ity reaches the threshold. The additional

quality from optimizing costs much more
time.
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When does satisficing beat optimizing?

When the cost of search exceeds the benefit of improvement. If
you are 80% confident an option is acceptable and would need to
evaluate ten more options to possibly find one that is 10% better, the
search cost likely exceeds the expected improvement. Sarah could run
more tests on each patient, gathering information that would sharpen
her estimates. By the time she finished, the estimates would be precise
and the patients would be dead.

When the environment is changing faster than you can search.
The “best” option as of ten minutes ago may not exist anymore. Sarah’s
patients’ conditions are evolving; yesterday’s literature review is irrele-
vant to today’s vitals. The chest wound patient who was stable at 94/60
might be at 70/ 40 by the time you finish calculating.

When options disappear while you search. A startup CEO has an
acquisition offer that expires at midnight. Searching for a better offer
means potentially losing this one entirely. The set of available choices
is shrinking as the clock ticks.

You might ask: “Doesn’t satisficing mean settling for mediocrity?”

Only if your threshold is mediocre. A trauma surgeon’s threshold
for acceptable care is not “probably won't die.” It is “meets standard
of care given available resources.” Satisficing does not mean accepting
bad options—it means recognizing when further search costs more
than it could possibly gain.

There is a mathematical result from optimal stopping theory that
is worth knowing. If you have N options and can only evaluate them
sequentially—you cannot go back once you have passed on one—you
should spend roughly the first 37% of your search establishing a base-
line, then commit to the first option that exceeds that baseline.* This is
not satisficing exactly; it is a hybrid strategy that acknowledges search
costs while still seeking high-quality outcomes. But the principle is the
same: at some point, further search destroys rather than creates value.

Let us be practical. Before entering a time-pressured decision, define
your threshold. What does “good enough” look like?

A CEO considering acquisition offers might define: “Acceptable
means greater than twice our last valuation, cultural fit with the acquir-
ing company, and continued roles for key team members.” Once an
offer meets the threshold, stop negotiating and decide. The marginal
improvement from another week of negotiation is not worth the risk
that the buyer walks away.

How Experts See

In the 1980s, a psychologist named Gary Klein set out to study how
people make decisions under time pressure.3 He embedded researchers

2 This is often called the “secretary prob-
lem” or the “marriage problem” in math-
ematics. The 37% comes from 1/e, where
e is Euler’s number.

3 Gary Klein, Sources of Power: How People
Make Decisions, MIT Press, 1998. This
book fundamentally changed how re-
searchers think about expertise and natu-
ralistic decision-making.



with firefighters, military commanders, intensive care nurses, and other
professionals who routinely face life-or-death choices with no time to
deliberate.

Klein expected to find these experts weighing options and calculat-
ing probabilities, just faster than ordinary people. Instead, he found
something surprising: experts often do not compare options at all. They
see a situation, recognize what it calls for, and act. There is no conscious
weighing, no mental list of alternatives, no expected value calculation.

He called this Recognition-Primed Decision Making, or RPD.

The RPD model has three components:

Situation recognition. The expert perceives cues that match patterns
from past experience. A fire captain does not see “flames, smoke,
structural features, wind direction” as separate inputs to be analyzed.
He sees “backdraft risk” as a unified pattern, a gestalt that triggers
before conscious analysis begins. The pattern carries meaning—this is
not just fire, this is fire-that-is-about-to-explode.

Mental simulation. Having recognized a pattern, the expert men-
tally simulates the typical response. “If I send the team through that
door, what happens?” This is not probabilistic analysis—it is more like
running a movie forward. The expert imagines the action unfolding
and watches for problems.

Action. If the mental simulation does not reveal problems, the expert
acts on the first option they considered. They do not compare it to
alternatives because the pattern-match has already told them this is the
right type of response.

You might ask: “Isn’t this just intuition? And didn’t we spend
Chapter 6 learning not to trust intuition?”

Here is the crucial distinction. This is educated intuition—intuition
built from extensive experience in a domain with valid patterns and
rapid feedback. The question is not whether intuition is trustworthy in
general. It is whether your particular intuition in this particular domain
has been calibrated by the right kind of experience.

What makes RPD work?

Extensive experience. RPD requires thousands of cases that have
built up pattern libraries. Emily Nakamura recognizes “unequal pupils
post-trauma” because she has seen it dozens of times. A first-year
resident lacks these patterns; for them, unequal pupils is a textbook
fact, not a visceral recognition.

Domain validity. RPD works in domains with consistent patterns.
Emergency medicine has reliable regularities—certain presentations in-
dicate certain conditions. Stock picking does not have such regularities,
which is why experienced traders do not outperform novices the way
experienced doctors outperform novice doctors.4

Rapid feedback. Pattern libraries are built through feedback. Fire-
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Figure 7.3: Recognition-Primed Decision
Making: match pattern, simulate, act. If
simulation fails, retry with modified pat-
tern.

4 This is a consistent finding in the liter-
ature. Some domains produce expertise;
others do not. See Chapter 6 for the con-
ditions that differentiate them.
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fighters see whether their decisions worked within minutes. Psychia-
trists might not see the outcome of a diagnostic decision for years. The
faster the feedback, the better the pattern calibration.

What Emily Nakamura actually did in those ninety seconds was not
conscious reasoning through the decision tree we described earlier. She
saw three patients, pattern-matched each presentation to cases she had
seen before, mentally simulated the obvious first response for each, and
executed. The ninety seconds included all three evaluations.

The key insight is that RPD is not a shortcut that sacrifices quality
for speed. In the hands of a genuine expert in a valid domain, RPD
often produces better decisions than deliberate analysis would—because
deliberate analysis cannot process the subtle pattern information that
experts perceive unconsciously.

But RPD has limits. It struggles with novel situations that do not
match any pattern and with domains that lack reliable patterns al-
together. It can lead to expert overconfidence when the domain has
shifted since the expert’s patterns were built. And it fails entirely for
the “expert” who lacks actual pattern-building experience.

The last is perhaps most dangerous. Someone with twenty years in
a field may have one year of experience repeated twenty times. If they
never received feedback on their decisions, if they were never proved
wrong, if they operated in a domain where outcome information does
not reach the decision-maker—their intuition may be confidently wrong.
The feeling of expertise is not the same as actual expertise.

Forty-Second Boyd

John Boyd entered the United States Air Force in 1951 and became one
of the best fighter pilots of his generation. At the Fighter Weapons
School, he made a standing bet: give him any position of disadvantage
in simulated aerial combat—any position at all—and within forty sec-
onds he would reverse it to a position of advantage. He never lost the
bet.

They called him “Forty-Second Boyd.”

What made Boyd exceptional was not just his flying skills, though
those were formidable. It was his ability to think about thinking—to
understand why he was winning. While other pilots flew on instinct,
Boyd analyzed. He spent years developing Energy-Maneuverability
theory, which quantified the relationships between altitude, airspeed,
and turn rate. For the first time, fighter aircraft could be compared
objectively. Boyd’s work shaped the design of the F-15 and F-16.

But it was after he left the cockpit that Boyd made his deepest
contributions. Studying military history, scientific epistemology, and
strategic theory, he developed a framework he presented in a legendary

Observe

@

Figure 7.4: Boyd’s OODA loop: Observe,
Orient, Decide, Act. The cycle repeats
continuously. Speed through the loop
creates competitive advantage.



briefing called “Patterns of Conflict.” He gave this briefing hundreds
of times over decades—never publishing it formally, always refining it
based on his audience’s objections.>

The framework’s core is the OODA loop: Observe, Orient, Decide,
Act.

Observe: Take in information from the environment. What is hap-
pening right now?

Orient: Make sense of what you have observed. What does it mean?
How does it fit with what you know? This is where your mental models,
experience, and training combine to create understanding.

Decide: Choose a course of action based on your orientation.

Act: Execute the decision.

Then loop back: observe the results of your action, reorient, decide
again, act again.

The insight is about competitive dynamics. If your opponent is
cycling through OODA loops faster than you, they are acting on a world
that has already changed by the time you complete your observation.
You are perpetually behind—responding to situations that no longer
exist.

Boyd called this “getting inside the enemy’s OODA loop.” If you
cycle faster, you can make your opponent’s decisions obsolete before
they execute them.

Consider two pilots in a dogfight. Pilot A has a faster OODA loop—
through better training, better cockpit design, or superior situational
awareness. Pilot A observes Pilot B’s position, orients to the tactical
situation, decides to break right, and executes. By the time Pilot B has
observed A’s original position, A has moved. B’s decision is based
on where A was, not where A is. A makes another cycle: observes
B’s response to where A is not anymore, reorients, decides, acts. B is
perpetually chasing shadows.

You might ask: “This sounds like military strategy. What does it
have to do with business or medicine?”

Everything. The startup CEO facing an acquisition offer is in an
OODA loop with the acquirer. If she can quickly observe (their offer,
their motivations, their alternatives), orient (what does this mean for
the company’s options?), decide (counteroffer, accept, or reject), and act
(communicate the decision)—she maintains initiative. If she deliberates
for days, the acquirer has time to complete their own loops: observe her
delay, reorient (maybe she is not interested, maybe there is a competing
offer), decide (reduce offer, find other targets), act.

You might ask: “What if faster loops mean worse decisions? Speed
is worthless if you're speeding toward the wrong destination.”

This is the fundamental tradeoff, and Boyd was explicit about it.
The “Orient” phase is the critical step—it is where your mental models,
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previous experience, and current observations combine to create under-
standing. Cycling faster through garbage orientation produces garbage
decisions faster.

The pathology to avoid is not fast loops. It is shallow loops. A
loop that skips or shortcuts orientation is worse than a slower loop
with proper orientation. Speed comes from efficient observation and
orientation, not from skipping them.

How do you speed up your OODA loop without sacrificing orienta-
tion quality?

Observe: Improve information channels. Clear situational awareness.
Real-time data. The fighter pilot with better cockpit displays observes
faster without reducing quality.

Orient: Build pattern libraries through experience and training.
The better your mental models, the faster you orient. This is where
RPD connects to OODA—recognition-primed decision-making is fast
orientation.

Decide: Pre-commit to decision rules for common situations. If X,
then Y—no deliberation required. We will explore this in detail shortly.

Act: Reduce friction in execution. Clear authority, practiced proce-
dures. A trauma team that has drilled together executes faster than one
figuring out roles in real time.

Boyd'’s intellectual sources were eclectic: Werner Heisenberg’s un-
certainty principle (you cannot observe without affecting what you
observe), Karl Popper’s philosophy of science (all theories are pro-
visional, subject to refutation), Thomas Kuhn's structure of scientific
revolutions (paradigms shape what we can see). The OODA loop was
Boyd'’s synthesis—a model of how humans in competitive situations
perceive reality, create meaning, and act.

The military impact was profound. The Marine Corps’ doctrine
of maneuver warfare, the Army’s AirLand Battle concept, and the
operational design of Desert Storm all bear Boyd’s fingerprints. The
Gulf War’s left hook maneuver—a massive, unexpected sweep around
Iraqi forces—was OODA thinking in action: so fast and unpredictable
that Iraqi commanders could not orient to what was happening before
it was over.

Preparation as the Key

Let us step back from the crisis and ask a different question: What
could you do before the time pressure hits to make rapid decisions
better?

The answer is preparation—specifically, the kind of preparation that
moves cognitive work from the pressured moment to the calm moments
before it.



Consider David Chen, CEO of a Saa$S startup with sixty employees
and $8 million in annual recurring revenue. David knows that time-
pressured decisions are coming. Acquisition offers arrive unexpectedly.
Key employees announce departures. Competitors launch surprise
products. The question is not whether crises will happen but how to
prepare for them.

Step 1: Identify the decision categories.

David sits down with his executive team and brainstorms: What
time-pressured decisions have startups like ours faced? They identify
several categories. First, acquisition offers, which typically require
accept, reject, or counter decisions within one to two week timelines.
Second, key employee departures requiring immediate counteroffer
decisions. Third, competitor actions such as product launches, price
changes, and talent raids. Fourth, customer crises when a major client
threatens to leave. Fifth, technical failures including security breaches
and outages. Sixth, cash runway decisions about when to raise and at
what terms.

Step 2: Define thresholds in advance.

For each category, David establishes satisficing thresholds:

Acquisition offers: Minimum acceptable is greater than 3x trailing
revenue OR greater than $50M, whichever is higher. Automatic serious
consideration if greater than 10x revenue AND acquirer is one of five
pre-identified preferred partners. Maximum response time is 48 hours
for initial indication, 2 weeks for final decision.

Key employee departure: Counteroffer threshold is if the employee is
irreplaceable (defined as: one of the three people who could not be
replaced within six months). Match external offer plus 10% if within
budget. No counteroffer if the employee has already accepted elsewhere
or if cultural fit has degraded. Response time: 24 hours.

Competitor actions: Price war threshold is match price cuts only if
losing greater than 5% of pipeline to the specific competitor; otherwise
maintain pricing and compete on value. Response time: 72 hours to
public response, immediate internal analysis.

Step 3: Pre-establish information sources and decision authority.

For each category, David documents:

What information would we need? (Have it available or know exactly
where to get it fast.)

Who decides? (Clear authority prevents crisis deliberation about
who is in charge.)

Who must be consulted versus informed? (The consult list is small;
the inform list is larger.)

Board approval required for: acquisition decisions, equity grants
greater than 2%, spending greater than $500K.

CEO decides alone: counteroffers up to 25% salary increase, PR
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Situation Threshold

Acquisition >3X rev
Key departure +10%

Price war >5% loss

Decide in calm, exe-
cute under pressure

Figure 7.5: Pre-commitment moves the
hard thinking to calm moments before
the crisis.
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responses, competitive positioning.

COO decides alone: operational crises, vendor negotiations, staffing
up to director level.

Step 4: Practice with tabletop exercises.

Quarterly, the leadership team runs scenarios:

“A major tech company offers to acquire us for 5x revenue. You have
one hour. What do you do?”

“Your VP of Engineering just told you she is leaving for a competitor.
She is negotiating her departure timing. Decide your response in 30
minutes.”

These exercises build the pattern libraries that enable RPD. They
accelerate OODA loops by moving orientation work to the exercise
rather than the crisis. They also reveal gaps in the pre-commitment
protocols—situations no one had anticipated.

Step 5: Post-mortems on actual time-pressured decisions.

After each real crisis, document: What happened? How did our
pre-commitment protocols perform? What would we do differently?
How should the protocols change?

This is the feedback loop that calibrates the system over time.

You might ask: “What if the actual situation doesn’t match the
anticipated scenarios?”

It often will not, not perfectly. But pre-commitment still helps. Hav-
ing thresholds, even if they need adjustment, is faster than developing
thresholds from scratch. Having decision authority clear, even if it
needs modification, is faster than debating who decides. The prepara-
tion reduces cognitive load during the crisis, freeing capacity for the
novel elements.

You might ask: “Isn’t this just creating bureaucracy? Protocols and
thresholds and approval levels—it sounds like the opposite of agility.”

The paradox is this: the time to think carefully is before the crisis.
If you do the hard cognitive work in advance—defining what matters,
establishing thresholds, clarifying authority—then when the crisis hits,
you can be fast and thoughtful. The protocols do not slow you down;
they contain the thinking you have already done.

Emily Nakamura did not invent triage logic in the ambulance bay.
She had been trained in it for years. The protocols were already in her
head, available for instant execution. That is not bureaucracy. That is
preparation.

When Delay Costs More Than Error

We have spent six chapters developing careful decision-making: struc-
ture the problem, gather information, consider irreversibility, aggregate
group wisdom, calibrate your confidence. This chapter is not repudiat-



ing that work. It is recognizing its limits.

The fundamental insight is this: Deliberation has a cost, and that cost is
measured in time.

When time is abundant, the cost is low. A venture capital fund
choosing which sectors to focus on can deliberate for months. A
government considering nuclear power policy can deliberate for years.
The opportunity cost of that time is real but manageable.

When time is scarce, the cost of deliberation becomes the cost of
delay. And delay is not just “waiting for a better decision.” It is patients
deteriorating while you decide who to treat. It is competitors capturing
market position while you analyze. It is opportunities evaporating
while you gather more information. It is problems compounding while
you consult stakeholders.

You might ask: “How do I know when I'm in a time-pressured
situation versus one where more deliberation would help?”

Here is a rough framework:

High stakes, low time sensitivity: Full Chapter 4 treatment. The one-
way door protocols apply. Take the time to get it right.

High stakes, high time sensitivity: This chapter’s approach. Satisfice,
use RPD if you have the expertise, cycle OODA loops fast, rely on
pre-commitment.

Low stakes, low time sensitivity: Do not overthink it. The cost of
analysis exceeds the value.

Low stakes, high time sensitivity: Just decide. Flip a coin if you must.

The hard case is when stakes and time sensitivity are both high—
Emily Nakamura’s three patients. There is no comfortable answer.
The best you can do is prepare in advance, execute with discipline in
the moment, and accept that good decisions sometimes lead to bad
outcomes.

The deeper point is this: Our intuitions about decision quality were
formed in environments where delay was cheap. “Sleep on it” is good
advice when nothing changes overnight. “Gather more data” is wise
when the data does not expire. But in many professional contexts—
medicine, combat, business crises—these intuitions fail us. The cost of
careful deliberation can exceed its benefits.

A rule of thumb: If a decision will not become clearer with more time,
and the situation may deteriorate with delay, decide now with whatever
you know. The error that is fixable (bad decision, quick correction) beats
the error that is not (correct decision, too late to matter).

The Synthesis

Let us pull together what we have learned.
Satisficing sets the quality threshold. Define what “good enough”
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looks like before the pressure hits. When you find an option that meets
the threshold, stop searching and commit.

Recognition-Primed Decision Making accelerates the orientation
phase for genuine experts in valid domains. If you have built pattern
libraries through extensive experience with rapid feedback, trust them
under pressure. If you have not, you are not an expert yet—be humble.

The OODA loop provides the strategic framework for understand-
ing when speed matters. In competitive situations, cycle faster than
your opponent. In non-competitive situations, cycle faster than the
environment is changing.

Preparation moves cognitive work from the pressured moment to
the calm moments before. Pre-commit to thresholds, clarify decision
authority, practice with simulations. The goal is to have done your
thinking before the crisis demands execution.

You might ask: “Doesn’t this whole chapter contradict Chapter 3,
where we learned to value information gathering?”

Not contradict—qualify. Chapter 3 developed the expected value
of information framework for deciding when to gather more data.
That framework includes the cost of delay as one of its inputs. When
delay is expensive, EVOI calculations push toward deciding with less
information. This chapter explores what happens in the limit—when
delay costs become so high that the careful EVOI calculation itself takes
too long.

You might ask: “And what about Chapter 4’s one-way door proto-
cols? Those assume time for deliberation that may not exist.”

The adaptation for time pressure is this: When you cannot afford
the full protocol, rely on your preparation. What thresholds did you
establish in calm moments? What does your pattern library tell you?
What would a rapid mental simulation reveal?

One-way doors under time pressure are terrifying precisely because
you cannot be careful. But you can be prepared. The trauma surgeon
who has seen a hundred chest wounds is not deliberating about pro-
tocols in the moment. She is executing decisions she made long ago,
when she had time to think carefully about what she would do in
exactly this situation.

The Opponent’s Loop

Emily Nakamura’s time pressure came from physiology—her patients’
bodies deteriorating at their own biological pace. David Chen’s time
pressure came from external deadlines and market dynamics. But there
is another source of time pressure we have only touched on: opponents.

In many decisions—business competition, legal disputes, military
operations, negotiation—you are not just racing against the clock. You



are racing against other decision-makers who are trying to out-decide
you. They are running their own OODA loops, trying to get inside
yours.

This is strategic uncertainty: uncertainty about what others will
do, complicated by the fact that what they will do depends on what
they think you will do. The intelligence analyst can gather information
about a foreign country’s capabilities, but that country’s intentions are
a different problem entirely—especially when those intentions shift
based on what the analyst’s country signals.

When the uncertainty comes from physics or biology, the environ-
ment does not care about your decisions. It follows its own laws
regardless of what you do. When the uncertainty comes from other
minds, your decisions and theirs are intertwined. Your action changes
their calculation; their action changes yours.

Boyd understood this deeply. The OODA loop was not just about
being fast. It was about making your opponent unable to complete their
loop—disrupting their observation, confusing their orientation, forcing
them to decide based on a world that no longer exists.

This changes everything. The frameworks we have developed so far
assume that the world, while uncertain, is not adversarial. But what
happens when the uncertainty itself is strategic? When your opponent
is reading your patterns and adjusting? When being predictable is a
vulnerability?

Time pressure, meet competition. The game is about to get more
interesting.
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8
Strategic Uncertainty

The Spreadsheet That Lied

Dana Torres has been CEO of Pacific Regional Airways for seven years.
She has navigated fuel crises, labor disputes, and a pandemic. She
knows airlines. And yet, on a Tuesday afternoon in March, she finds
herself staring at a spreadsheet that makes her profoundly uneasy.

The numbers are beautiful. Her competitors on the Atlanta-Chicago
corridor have been raising prices steadily for eight months, extracting
maximum revenue from business travelers. Her team has modeled
what happens if Pacific undercuts them by 15%: at current demand
elasticities, the price cut should shift roughly 30% of competitor pas-
sengers to Pacific. The spreadsheet projects $34 million in annual gains
within two years.

Her CFO is enthusiastic. Her head of strategy is nodding. The
analysis is rigorous. The data is solid.

Dana’s hand hovers over the pricing approval.

“What happens,” she asks quietly, “when Delta matches our price?”

The room goes still. The spreadsheet did not model that.

If Delta matches the 15% cut, the market returns to equilibrium
at lower prices. Pacific gains no share. Revenue falls by $10 million
annually. Everyone is worse off.

If Delta cuts deeper—triggering a price war—Pacific faces years of
compressed margins. The $34 million gain becomes a $20 million loss,
compounding.

If Delta holds prices—perhaps they are focused on other routes, or
cannot afford to match—Pacific wins. The spreadsheet is correct.

The spreadsheet that showed $34 million in gains was not wrong in
its arithmetic. It was wrong in its assumptions. It treated Delta and
United as weather—as forces of nature that would continue doing what
they had been doing, regardless of what Pacific did.

But competitors are not weather. They are rational actors pursuing
their own interests. They are watching. They will respond.

They hold

Dana Cut They match

T~

Hold I:' Status quo

Figure 8.1: Dana’s decision depends on
competitor response—which the spread-
sheet ignored.

They undercut
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Dana faces a different kind of uncertainty than we have examined so
far. In earlier chapters, we analyzed decisions where the uncertainty
came from nature—from unknown states of the world that existed
independently of the decision-maker. The satellite might show weapons
development or not. The market might grow or shrink. The patient
might have cancer or not. In all these cases, the uncertain thing was
simply there, waiting to be discovered.

Strategic uncertainty is different. The uncertain thing—the competi-
tor’s response—does not exist yet. It will be created partly in response
to Dana’s choice. She is not predicting weather; she is predicting people
who are predicting her.

This changes everything.

Working Through the Competitive Dynamics

Let us return to Dana’s decision and develop the strategic analysis that
the spreadsheet omitted.

The naive model—what the spreadsheet assumed—Ilooked like this.
The current price was $350 per ticket, and Dana’s price after the cut
would be $298. The model assumed no competitor response. It pro-
jected that 30% of the competitor’s 500,000 annual passengers would
shift to Pacific, yielding 150,000 new customers at $298 each for $44.7M
in revenue gains. Against this, the model counted revenue loss on
existing customers: 200,000 passengers taking a $52 discount, costing
$10.4M. The net gain: $34.3M.

Now let us build the strategic model.

Dana’s intelligence team has studied her competitors. Delta’s CEO
has publicly committed to “price discipline” in investor presentations.
United is cash-constrained and avoiding price wars. But public state-
ments are cheap. What matters is revealed behavior: both carriers
matched the last three price cuts on other routes within 48 hours.

Dana assigns rough probabilities based on this intelligence:

Scenario A: Competitors match (estimated 60% probability). Everyone
sells at $298. Market share returns to prior equilibrium. Pacific’s
revenue: 200,000 passengers X $298 = $59.6M (was $70M). Net impact:
—$10.4M annually.

Scenario B: Competitors cut deeper (estimated 20% probability). Price war
ensues, prices fall to $250 or below. Pacific’s revenue: 200,000 X $250 =
$50M. Net impact: —$20M annually, plus years of suppressed margins.

Scenario C: Competitors hold prices (estimated 20% probability). Dana
gains market share as the spreadsheet projected. Net impact: +$34.3M
annually.



The expected value of the price cut:
E[cut] = 0.60 x (—$10.4M) + 0.20 x (—$20M) + 0.20 x (+$34.3M)

= —$6.24M — $4M + $6.86M = —$3.38M

The decision that looked like a $34 million win has an expected value
of negative $3.4 million.”

You might ask where those probabilities came from. Dana does not
have actuarial tables for competitor behavior. She has to estimate how
they will respond based on their cost structures, strategic priorities,
past behavior, and beliefs about her.

This is the crux of strategic reasoning. Dana’s estimates depend
on several interlocking factors. First, competitor cost structures: Can
they afford to match? Second, strategic priorities: Are they focused
on this route? Third, past behavior: Have they fought price wars
before? Fourth, beliefs about Dana: Do they think she will back down
if challenged? And finally, beliefs about what Dana believes about
them—the infinite regress that characterizes strategic interaction.

Strategic uncertainty involves this recursive structure: I am thinking
about what you will do, but you are thinking about what I will do, and
I know that, and you know that I know that. Unlike weather, which is
indifferent to our predictions, competitors adjust their behavior based
on their predictions of ours.

You might say: “This seems impossibly complex. How can anyone
reason through infinite regress?”

The good news is that the regress usually terminates after a few
levels. Most competitors are not playing infinitely deep chess. They
have cost structures that constrain their options. They have past patterns
of behavior that predict future behavior. They have organizational
processes that limit how quickly they can respond. And sometimes
they make mistakes.

The practical question is not “What is the game-theoretically optimal
strategy?” but “What will these particular competitors, with their
particular constraints and histories, probably do?”

Game Theory as Practical Tool

Let us be clear about what game theory offers and what it does not.

Game theory is the formal study of strategic interaction—situations
where the outcome depends on choices made by multiple parties,
each pursuing their own objectives. John von Neumann and Oskar
Morgenstern founded the field in 1944, and John Nash, John Harsanyi,
and Reinhard Selten received the Nobel Prize for extending it. The
mathematics is elegant. The concepts are powerful.
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* The precise numbers depend on Dana’s
probability estimates, which are them-
selves uncertain. But even substantial
variation in the estimates does not change
the qualitative conclusion: accounting for
competitor response transforms an appar-
ent win into an expected loss.

Expected value

$o - NS — oy -
Naive —$3M
Strategic
Figure 8.2: The naive analysis ignores

competitor response; the strategic analy-
sis accounts for it.
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But we are not going to prove theorems or calculate Nash equilibria.
For practical decision-making, game theory offers something more
humble and more useful: a structured way of thinking about strategic

situations.? 2 The distinction between game theory as
mathematics and game theory as practi-

. . . cal reasoning is crucial. The mathemat-
A framework for mapping the situation. Who are the players? What ics assumes perfect rationality, common

actions can each take? What outcomes result from each combination knowledge, and other strong conditions
rarely met in practice. The practical value

comes from the framework, not the for-
questions often clarifies a strategic situation. mal solutions.

What game theory offers:

of actions? What does each player want? Simply articulating these

A discipline for taking opponents seriously. Your opponents are rational—
mostly. They are trying to achieve their goals, not to make your life
difficult. Understanding their incentives helps predict their behavior.
The naive spreadsheet failed because it did not model the competitor
as an agent with objectives.

A language for strategic concepts. Dominant strategies are actions that
are best regardless of what opponents do. Best responses are optimal
given what opponents do. Equilibria are stable outcomes where no
one wants to change unilaterally. These concepts, even without formal

calculation, help structure analysis. Competitor

What game theory does not offer: Match  Hold
It will not tell Dana what to do. Even if she could calculate the Nash
equilibrium of the pricing game, that equilibrium assumes everyone 5| —10,—10 | +34, 20
o Y
calculates correctly and knows everyone else calculates correctly and g
knows that everyone knows that. Real competitors are boundedly A=
. . . . . —20, +3 0,0
rational, have different information, and make mistakes. E *

Let us work through Dana’s pricing decision using game-theoretic Figure 8.3: A simplified payoff matrix.

structure. Each cell shows (Dana’s payoff, Competi-
Step 1: Identify the players and their options. tor’s payoff) in millions.
Dana: Cut prices or maintain. Her competitors—simplify to one
representative rival—can match, undercut, or maintain.
Step 2: Map their incentives.
All prefer higher prices if they can maintain share. All prefer to gain
share if they can do it without triggering retaliation. Cash-constrained
competitors especially want to avoid price wars.
Step 3: Consider their beliefs about each other.
Does the competitor expect Dana to back down if challenged? Does
she have a reputation for price discipline or for aggressive expansion?
Has Pacific fought price wars before, or walked away?
Step 4: Look for dominant strategies and clear best responses.
Dana has no dominant strategy—cutting is good if competitors hold,
bad if they match. But competitors might have a dominant strategy:
always match to prevent share loss. If matching is their dominant
strategy, Dana should expect it regardless of other factors.
Step 5: Consider what Dana can influence.



Can she signal that this is a one-time adjustment, not the start of a
war? Can she target the cut to routes where competitors are weak? Can
she commit credibly to further cuts if challenged?

You might ask: “If I cannot calculate the equilibrium, what is the
point?”

The point is discipline. The naive analyst assumes competitors do
not react. The game-theoretic analyst asks “What would a rational
competitor do?” Even without precise answers, this question improves
decisions. It is the difference between a weather forecast and pretending
weather does not exist.

What Poker Teaches About Strategy

There is a laboratory where strategic reasoning is tested thousands
of times daily, where every decision involves incomplete information
about an opponent who is actively trying to deceive you, and where
the feedback is immediate and financial. That laboratory is the poker
table.

Professional poker players develop skills that transfer directly to
strategic decision-making in business, military operations, and other
competitive domains. Let us examine what they have learned.

Position: The Power of Acting Last

In poker, position means acting after your opponents. You see what
they do before you must decide. This is enormously valuable—you
gather information before committing.

A player in early position must act with less information. She bets
blind to what others will do. A player in late position sees the bets, the
hesitations, the tells—and then decides.

In business, position means several things. It means letting competi-
tors announce strategy before you commit. It means keeping options
open while others lock in. And it means gathering information from
others’ actions before acting.

Dana’s competitive advantage: she can wait. If she does not cut
prices, competitors might move first, revealing their strategic intent.
The value of acting last is real.

But position has costs too. First-mover advantages are real in some
markets. Sometimes acting first lets you define the game, capture
customers, establish standards. The skill is knowing when position
advantage outweighs first-mover advantage.

Timing: When to Be Predictable, When Not

Good poker players sometimes bluff and sometimes do not, in pat-
terns their opponents cannot predict. If you never bluff, opponents
always fold to your big bets—they know you have the goods. If you
always bluff, they always call—they know you are faking.
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The optimal bluffing frequency is precisely calibrated to make oppo-
nents indifferent. They cannot exploit you because they cannot predict
you.

You might ask: “Does not game theory tell us exactly how often to
bluff?”

In simple games, yes. But the deeper lesson is about unpredictability
itself. If competitors can perfectly predict Dana’s pricing strategy,
they can optimize against it. A reputation for occasional surprising
moves keeps them off-balance, forces them to maintain reserves against
contingencies, prevents them from fully exploiting her patterns.

Reading Opponents: Pattern Recognition Under Uncertainty

Expert poker players do not calculate exact probabilities for every
hand—the combinations are too vast, the time too short. They read
patterns.

This player raises more in late position. That player hesitates before bluffing.
This player is on tilt after losing a big hand.

This is precisely the kind of judgment Dana needs: not mathematical
game theory, but pattern recognition about how specific competitors be-
have. Has Delta’s CEO shown price discipline before? What happened
last time someone undercut them? How does their quarterly earnings
pressure affect their short-term decisions?

Table Image: How Others See You

Your “table image” is how opponents perceive your strategy. A
tight player—one who rarely bets—gets more respect for bets when
they come. A loose player—one who bets frequently—gets called more
often.

Optimal strategy depends on your image. If you have been tight,
an unexpected bluff is more likely to succeed. If you have been loose,
value bets get paid off.

Dana’s corporate equivalent: How do competitors perceive Pacific?
As aggressive or defensive? As disciplined or opportunistic? As a com-
pany that fights price wars to the end or backs down under pressure?
Her optimal pricing strategy depends on her corporate table image.

You might ask: “Poker is a game—how does it apply to real business
decisions?”

Poker strips away distractions. There is no product quality to confuse
things, no customer loyalty to muddy the waters. Just pure strategic
interaction between rational agents with incomplete information about
each other. The skills you develop—reading opponents, managing
image, timing actions, handling position—transfer directly.

Many successful traders and investors credit poker with teaching
them strategic reasoning. Not because business is a game, but because
poker isolates the game-theoretic elements that are always present but
often obscured.3

3 Warren Buffett’s business partner Char-
lie Munger once said that poker teaches
you to think about what the other per-
son is thinking about what you are think-
ing. The recursive structure is the same
whether the stakes are chips or market
share.



The Fog of Competition

Let us shift from cards to combat, where strategic uncertainty has been
studied for millennia with existential stakes.

Carl von Clausewitz, the 19th-century Prussian military theorist,
introduced the concept of “fog of war” in his masterwork On War. He
wrote: “War is the realm of uncertainty; three quarters of the factors on
which action in war is based are wrapped in a fog of greater or lesser
uncertainty.”4

But Clausewitz understood something subtler than simple informa-
tional uncertainty. The enemy is not merely unknown—he is actively
trying to deceive you. He moves in response to your movements. Your
best reconnaissance is useless if he moves after you observe. The fog is
not passive; it is adversarial.

Modern military doctrine distinguishes several dimensions of uncer-
tainty. First, complexity: many interacting variables. Second, uncer-
tainty proper: unknown future states. Third, ambiguity: information
that admits multiple interpretations. Fourth, volatility: rapid, unpre-
dictable change.

Strategic competition involves all four. Competitors add complexity
(more players), uncertainty (unknown intentions), ambiguity (is that
price cut offensive or defensive?), and volatility (fast-changing market
dynamics).

We introduced John Boyd’s OODA loop in Chapter 7 for decisions
under time pressure. But Boyd’s deeper insight was about competitive
tempo. The goal is not just to complete your own loop—Observe,
Orient, Decide, Act—but to complete it faster than the enemy.

If you cycle faster, you make your opponent’s decisions obsolete
before they execute them. They are always responding to a situation
that no longer exists. Boyd called this “getting inside the enemy’s
OODA loop.”

Consider two companies competing for a market. Company A
has faster decision cycles—through better information systems, flatter
hierarchy, or more decisive leadership. Company A observes a market
shift, reorients its strategy, decides to enter a new segment, and acts.
By the time Company B has observed the shift, A has already moved.
B’s decision is based on where A was, not where A is. A makes another
cycle: observes B’s belated response, reorients, decides, acts again. B is
perpetually chasing shadows.

Dana can apply this: If Pacific can adjust pricing faster than competitors—

if her organizational decision loop is tighter—she can probe, learn, and
adjust before they have formulated a response.

You might ask: “What about deception? In war, commanders actively
mislead each other. Does that apply to business?”
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4Carl von Clausewitz, On War, pub-
lished posthumously in 1832. Clausewitz
served in the Napoleonic Wars and spent
his later years analyzing what he had
experienced. His work remains founda-
tional to military doctrine.

Statistical Strategic
(=)
Observe

Figure 8.4: Statistical uncertainty: ob-
serve a state. Strategic uncertainty: mu-
tual prediction between agents.
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Business deception is constrained by law and ethics. You cannot lie
to customers or manipulate markets. But signaling operates similarly.
Dana can signal commitment to a price war—whether or not she intends
to fight one. She can signal financial strength. She can signal that a
route is strategically unimportant to Pacific—whether or not it is.

The fog applies to yourself too. A deeper military insight: you do
not fully know your own capabilities until tested. Troops that seem
strong may break under fire. Plans that seemed robust fail in execution.

Dana cannot be certain Pacific can execute a price war successfully.
Her operational capabilities, her team’s morale, her board’s patience—
all these are uncertain, and she will not know their true state until the
battle is joined.

You might ask: “Is military doctrine too adversarial for business?
We are not trying to destroy our competitors.”

True—business competition is usually non-zero-sum. Everyone can
grow if the market grows. But competition for market share is zero-
sum within a market. The strategic reasoning is similar, even if the
stakes differ. And military doctrine, precisely because it has been tested
under ultimate stakes, has developed rigorous thinking about strategic
uncertainty that business can borrow.

How Poker Produced a Revolution

The mathematical foundation of strategic reasoning emerged, improba-
bly, from a card game.

In the 1920s, John von Neumann—arguably the most brilliant math-
ematician of the 2oth century, contributor to quantum mechanics, com-
puting, and nuclear weapons—became interested in a puzzle. In poker,
bluffing is essential. But if bluffing has positive expected value, why
does not everyone bluff all the time? And if everyone bluffs all the time,
why does anyone call?

The answer required new mathematics.

Von Neumann proved the “minimax theorem” in 1928: In two-person
zero-sum games, there exists an optimal mixed strategy that minimizes
your maximum loss.> This strategy specifies precisely how often to
bluff—often enough that calling cannot be profitable, rarely enough
that folding is not obviously correct.

The surprising conclusion: optimal poker requires randomization.
There is no deterministic optimal strategy—any pattern can be ex-
ploited. Only by genuinely randomizing—playing a “mixed strategy”’—
can you be unexploitable.

This was revolutionary. Traditional game-playing assumed finding
the “right” move. Von Neumann showed that sometimes the right
strategy is a probability distribution over moves—and the randomiza-

5 The minimax theorem was a landmark
in mathematics. Von Neumann proved it
using topological methods—specifically,
the Brouwer fixed-point theorem. The re-
sult was surprising: it showed that every
finite two-person zero-sum game has a
solution, even when pure strategies fail.

Profit

-
-
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Figure 8.5: The optimal bluffing fre-

quency makes opponents indifferent be-

tween calling and folding. Too little bluff-

ing and they always fold to your bets; too

much and they always call.



tion must be genuine, not pseudo-random patterns an opponent could
detect.

In 1944, von Neumann and economist Oskar Morgenstern published
Theory of Games and Economic Behavior, extending the poker insights to
economics.® They showed that economic competition had the same
structure as poker: rational actors with conflicting interests, each trying
to predict and exploit the other’s behavior.

The book transformed economics. Before von Neumann, economists
assumed markets and simple optimization. After him, strategic interac-
tion between rational agents became central.

Dana’s pricing problem has the same structure von Neumann ana-
lyzed. If she always maintains prices, competitors can undercut her. If
she always cuts, they can anticipate and match. Her optimal strategy
might involve genuine unpredictability—sometimes cutting, sometimes
holding, in ways competitors cannot anticipate.

You might ask: “Did von Neumann become a great poker player?”

By all accounts, no. His poker skills were reportedly mediocre. His
contribution was not becoming a better player—it was understanding
why the game had the structure it did. Similarly, game theory will not
make Dana a brilliant strategist. But it helps her understand why pure
calculation fails in competitive settings, why unpredictability has value,
and why she should take her opponents’ rationality seriously.

The deeper lesson: the mathematics of strategic interaction emerged
from a simple card game. Von Neumann did not need complex
scenarios—poker distilled the essence. That is why we spend time
on poker: not as a diversion, but because it captures the core structure
in its simplest form.

Maya’s Product Launch

Let us work through a complete example of strategic reasoning applied
to a competitive business decision.

Maya runs a software company that has developed a new project
management tool. Her main competitor, Goliath Corp, dominates
the market with a 70% share. Maya’s tool is genuinely better—faster,
cheaper, more intuitive—but Goliath has brand recognition, existing
customers, and deep pockets.

Maya must decide three things. First, when to launch: now, or
delay 6 months for additional features. Second, how to price: premium
(matching Goliath) or discount (30% below). Third, where to target:
Goliath’s enterprise customers (direct attack) or the underserved SMB
segment (flanking maneuver).

Step 1: Map the strategic situation.

Players: Maya’s company, Goliath Corp, customers.
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¢ The book was over 600 pages of dense
mathematics. Economists initially found
it inaccessible, but its influence grew as
game theory was developed by Nash,
Harsanyi, Selten, and others over sub-
sequent decades.

Direct? —>| Enterprise (Goliath)

Flank? —>| SMB

Figure 8.6: Maya’s strategic choice: at-
tack Goliath’s stronghold (enterprise) or
target the underserved segment (SMB)?
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Goliath’s options if Maya launches range widely. They could ignore
her, though this is unlikely if she threatens significant share. They could
match price cuts—costly but effective. They could launch a competitive
product upgrade, though that takes 12-18 months. They could acquire
Maya’s company, expensive but eliminating the threat entirely. Or they
could compete on service, brand, and integration—slow but sustainable.

Step 2: Assess Goliath’s likely response.

Competitive intelligence reveals several important facts. Goliath has
a new CEO focused on profitability, not market share. Their last two
acquisitions integrated poorly. They have announced a major platform
upgrade, releasing in 9 months. And their sales team is compensated
on revenue, not customer retention.

Step 3: Strategic analysis.

The new CEO’s focus on profitability suggests price wars are unlikely—
they destroy margins. But the upcoming platform release changes the
calculus: if Maya launches now, she has 9 months before Goliath’s
competitive response. If she delays 6 months, she only has 3 months of
clear runway.

The compensation structure suggests a vulnerability: Goliath’s sales
team will not fight hard to retain low-revenue SMB customers. Target-
ing SMBs might draw less response than attacking enterprise accounts.

Step 4: Build scenarios and estimate probabilities.

Scenario A: Launch now, premium price, target enterprises. In
this scenario, Goliath’s likely response is aggressive sales defense with
possible price cuts—Maya estimates 70% probability of this response.
The outcome: Maya gains 3% share at high customer acquisition cost.

Scenario B: Launch now, discount price, target SMBs. Here, Go-
liath’s likely response is to largely ignore Maya—the SMB segment
is not worth fighting for. Maya estimates 60% probability of this re-
sponse. The outcome: Maya gains 8% share and builds a base for future
expansion.

Scenario C: Delay 6 months for more features, then launch. In
this scenario, Goliath’s platform upgrade arrives just 3 months after
Maya launches. Maya estimates 50% probability that this competitive
response blunts her impact. The outcome: Maya gains 2-4% share after
expensive development.

Step 5: Consider signaling and commitment.

Maya can influence Goliath’s perception through several mecha-
nisms. Public statements emphasizing long-term commitment raise the
expected cost of fighting her. Partnership announcements suggesting
broader strategy create uncertainty about her intentions. Early cus-
tomer wins, publicized effectively, establish momentum that makes her
seem harder to dislodge.

Maya’s decision:



She chooses to launch now, at discount prices, targeting SMBs. Her
reasoning;:

First, first-mover advantage: 9 months of runway before Goliath’s
upgrade gives her time to establish presence.

Second, asymmetric response: Goliath is less likely to fight for low-
value customers given their CEO’s profitability focus and sales com-
pensation structure.

Third, platform for future: SMB success builds case studies and refer-
ences for enterprise sales later.

Fourth, resource conservation: Discount pricing in SMB is funded by
lower sales costs—SMBs buy without enterprise sales cycles.

Notice what Maya did not do. She did not assume Goliath would
ignore her. She did not optimize purely on product-market fit. She
analyzed the strategic interaction and chose a position that minimized
competitive response while building toward her long-term goals.

You Might Ask

Let us address several objections that naturally arise.

You might ask: “This all sounds like paranoia. Most competitors are not
sophisticated strategic thinkers—they just react.”

Fair point—and important. Many competitors do just react. They
match your price cut without calculating equilibria. They respond to
your move without considering your response to their response.

This is actually good news, because reactive competitors are pre-
dictable. The question is not whether competitors are game-theoretic
geniuses. It is whether they are predictable. Understanding how they
will react—even if that reaction is simple—is itself game-theoretic think-
ing.

The danger is assuming competitors are neither strategic nor reactive—
that they will simply ignore your moves. That assumption fails more
often than either alternative.

You might ask: “If everyone is trying to be unpredictable, does that not just
create chaos?”

Not quite. In equilibrium, unpredictability is calibrated. You are not
maximally unpredictable—that would mean random action, which is
clearly suboptimal. You are unpredictable enough to prevent exploita-
tion.

In practice, most business decisions should be predictable—you
want customers to know your quality, employees to know your cul-
ture, investors to know your strategy. Unpredictability is reserved for
competitive moves: pricing, product launches, market entry. And even
there, you are not rolling dice; you are playing a mixed strategy.

You might ask: “How do I develop the skill of reading competitors? This
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seems like intuition, not something you can learn.”

It is learnable, through:

Deliberate study of competitor behavior. Track what they have done in
similar situations. Build a database of their responses to your moves
and to market changes.

Perspective-taking exercises. Before major decisions, formally ask: “If
I were my competitor’s CEO, what would I do in response? What
information would I have? What pressures would I face from my board,
my shareholders, my organization?”

Post-mortems on competitive outcomes. When competitors surprise you,
analyze why. What did you miss? What pattern were you not seeing?

Practice with feedback. Poker provides this. So do competitive simula-
tions and war games. The key is facing real opponents who are trying
to beat you and learning from the results.

You might ask: “Does not all this strategic thinking just make everyone
worse off? If we all competed less intensely, we would all make more money.”

This is the prisoner’s dilemma applied to markets. Collectively, com-
petitors would benefit from restraint. Individually, each has incentive
to defect.

Some industries achieve tacit coordination: airlines on certain routes,
soft drinks on pricing. But coordination is legally fraught—antitrust
authorities watch for collusion—and unstable, because someone even-
tually defects. Understanding why coordination fails is itself valuable
strategic knowledge.

You might ask: “What about cooperation? Not every interaction is zero-
sum.”

Correct, and important. Many business relationships involve strate-
gic uncertainty within a fundamentally cooperative context: negotiating
with partners, aligning with suppliers, coordinating with regulators.

Game theory applies here too. The concepts of commitment, signal-
ing, and reputation matter even more in repeated cooperative games.
Dana’s competitor today might become her code-share partner next
year. The pricing war affects the future relationship.

Strategic thinking is not about pure competition—it is about under-
standing incentives in all interactive contexts.

The Value of Unpredictability

We have spent this chapter developing strategic reasoning—ways to
think about and predict competitive behavior. But there is a paradox
at the heart of strategic uncertainty: sometimes the most strategically
valuable thing you can do is be unpredictable.

Why predictability is exploitable.

If Dana’s competitors know exactly how she will respond to their



moves, they can optimize against her. They will probe for weaknesses,
exploit patterns, and adjust faster than she can respond. Predictability
is vulnerability.

Consider a poker player who never bluffs. Every opponent knows:
when she bets big, fold. She can win pots only with strong hands, and
strong hands are rare. Her predictability costs her money every session.

Why unpredictability is not randomness.

But genuine randomness is also exploitable—it means you are not
optimizing. The opponent who acts randomly loses to the one who
thinks strategically. If Dana sets prices by flipping coins, she will
sometimes cut when she should hold and hold when she should cut.

The resolution: optimal strategy is predictably rational but locally
unpredictable. Opponents should know you will act in your self-interest,
but they should not know which specific action you will take.

The psychology of unpredictability.

This creates an interesting internal tension. All the advice in this
book—structure your decisions, gather information, calculate expected
value, learn from outcomes—points toward systematic decision-making.
But systematic decision-making is predictable.

The resolution is not to abandon systematic thinking. It is to recog-
nize that:

First, most decisions do not face strategic opponents. For choosing
suppliers, hiring employees, allocating budgets—be systematic. Unpre-
dictability provides no advantage when no one is trying to exploit your
patterns.

Second, for competitive decisions, introduce calibrated unpredictability—

not in goals, but in means. Your commitment to profitability is pre-
dictable; your specific pricing tactics are not.

Third, the randomization should be genuine. Sophisticated oppo-
nents detect pseudo-random patterns. If you always cut prices in Qg,
that is predictable. If you sometimes cut in Q4 and sometimes do not,
in a pattern even you cannot fully predict, that is unexploitable.

What does it mean to choose well when choosing well includes
choosing not-to-choose-deterministically?

Von Neumann'’s answer was mathematical: the mixed strategy is
itself a deterministic choice. You choose to randomize with specific
probabilities. The randomization is the strategy.

But psychologically, implementing a mixed strategy—genuinely not
knowing what you will do until you do it—is uncomfortable. We like
knowing what we will decide. Uncertainty feels like weakness.

Perhaps this discomfort is adaptive. If you fully commit to a mixed
strategy, you cannot be read by opponents who watch for hesitation
or uncertainty. You do not know whether you will bluff until the
moment arrives, so you cannot telegraph it beforehand. The discomfort
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of genuinely not knowing is the price of being unexploitable.

For Dana: she may decide that her optimal pricing strategy involves
some unpredictability—occasionally cutting prices when competitors
expect her to hold, occasionally holding when they expect cuts. Not
randomness, but calibrated variation that prevents exploitation.

This is strategic wisdom: knowing when to be systematic and when
to introduce variance, when to be predictable and when to keep them
guessing.

What We Have Not Discussed

Let us acknowledge what strategic reasoning cannot provide.

It cannot tell you what competitors actually think. Dana’s analysis
depends on her estimates of competitor behavior, but those estimates
might be wrong. Delta’s CEO might be planning something Dana
has not considered. The fog of competition obscures the enemy’s true
intentions.

It cannot eliminate the recursive problem. Dana thinks about what
Delta will do, but Delta is thinking about what Dana will do, and Dana
knows that, and Delta knows that Dana knows that. At some point, the
regress must be cut off with an assumption. Strategic analysis helps
structure the thinking but cannot resolve infinite depth.

It cannot substitute for execution. The best strategic analysis is
worthless if the organization cannot implement it. Dana might choose
the optimal pricing strategy but fail to execute because her revenue
management systems are too slow, her sales team resists the change, or
her board loses patience.

It cannot make competition disappear. Some industries have poor
competitive dynamics—everyone is worse off because everyone must
compete. Understanding the game does not change the game. It just
helps you play it better.

And yet. The alternative to strategic reasoning is not superior wis-
dom. It is the spreadsheet that assumes competitors stand still. It is
the product launch that ignores probable responses. It is the pricing
decision that optimizes against a world that will not exist once the
decision is made.

Strategic uncertainty is uncomfortable. The world you are predicting
changes based on your predictions. But the discomfort is not a reason
to ignore it—it is a reason to think harder.

After the Fog

Dana makes her pricing decision. She chooses to hold prices for now,
while quietly developing a targeted discount program for specific cor-



porate accounts where competitors are weakest. The approach is less
dramatic than the 15% cut but also less likely to trigger matching.

Six months later, one of her competitors cuts prices on a different
route, drawing competitive fire away from Atlanta-Chicago. Dana’s
market stabilizes. Was her decision correct?

This question—how do we know if we decided well?—is surprisingly
difficult to answer. The outcome was good. But was the outcome caused
by the decision, or did she get lucky? Maybe holding prices was wrong
and she succeeded despite a bad choice. Maybe the competitor’s price
cut on the other route was random chance that would have happened
regardless.

We have spent eight chapters developing tools for making deci-
sions. But making decisions is not the end of the story. Learning
from decisions—improving over time—requires evaluating whether we
decided well. And that is harder than it sounds.

The obvious approach—judge decisions by outcomes—Ileads us
astray. Good decisions sometimes produce bad outcomes. Bad decisions
sometimes get lucky. Poker players call this conflation “resulting”—
evaluating decisions by results rather than by the quality of the reason-
ing that produced them.

What is the alternative? How do we evaluate decision quality sepa-
rately from outcome quality? How do we avoid fooling ourselves about
our own competence? These questions take us from the act of deciding
to the practice of learning—from Chapter 8’s strategic uncertainty to
Chapter 9’s examination of process versus outcome.

The fog may lift eventually. When it does, we need to learn the right
lessons from what we see.
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9
Process Versus QOutcome

The Fund Manager and the Surgeon

Nathan Reeves manages a hedge fund with $2 billion under manage-
ment. Six months ago, he took a substantial position in Meridian
Therapeutics, a biotech company awaiting FDA approval for a break-
through cancer treatment. He had done the work: analyzed three years
of clinical trial data, consulted oncologists about the drug’s efficacy pro-
file, studied fourteen comparable FDA decisions over the past decade.
His reference class showed 72% approval rates for drugs with similar
Phase 3 results. Adjusting for Meridian’s slightly weaker secondary
endpoints and the FDA'’s recent caution on this drug class, he estimated
a 65% probability of approval. The math was clear—at those odds,
with the stock’s asymmetric payoff structure, the expected value was
strongly positive.

The FDA rejected the drug. Nathan lost 40% on the position, costing
his fund $47 million.

Across town, Dr. Rachel Reyes is finishing her shift in the surgical
ICU. That morning, she performed emergency surgery on a sixty-
three-year-old man with a ruptured abdominal aortic aneurysm. The
standard protocol—open surgical repair—gives such patients roughly
a 15% survival rate when they arrive in her condition. But Rachel saw
something in his imaging that suggested a different approach. The
anatomy was unusual; an endovascular repair, typically reserved for
more stable patients, might work here. She had done perhaps a dozen
such procedures in emergency settings. Her gut told her this was one
of those cases.

She made the call. The patient survived. He is now awake, talking
to his wife, and Dr. Reyes is being congratulated by colleagues who are
already composing the case report.

Nathan is questioned by his investors. His judgment is doubted.
The board requests a review of his decision process. Several limited
partners hint at redemptions.

65%

approval Rejected

——————— o>

Decisiqn- - - - - Qutcome

The gap

Figure 9.1: Six months separate Nathan’s
decision from the FDA'’s verdict. What
happened in between tells us nothing
about the decision’s quality.
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Rachel is praised by her department. Her boldness is celebrated.
The chief of surgery mentions her in the quarterly staff meeting as an
example of excellent clinical judgment.

Here is the question we rarely ask: Was Nathan’s decision actually
bad? Was Rachel’s decision actually good?

You cannot tell from the outcomes alone.

Working Through Both Cases

Let us examine what Nathan knew when he decided—mnot what we
know now, but what was knowable then.

His analysis had three foundations. First, the reference class: of
fourteen drugs with comparable Phase 3 data over the past decade,
ten had been approved. Second, specific factors: Meridian’s primary
endpoints were strong, the drug addressed an unmet medical need, and
the FDA advisory committee had voted 9-4 in favor. Third, negative
adjustments: one secondary endpoint had missed statistical significance,
and the FDA had recently shown increased caution in this therapeutic
area.

His 65% estimate was reasonable. A well-calibrated analyst might
have said 60% or 70%, but 65% was defensible given the evidence.
More importantly, he had done the calibration work from Chapter
6—he knew that when he estimated 65% in similar situations, he was
right about 60-70% of the time. His probability meant something.

At 65% approval probability, the expected value calculation was
straightforward. If approved, Meridian’s stock would roughly triple,
yielding $140 million in gains on his position. If rejected, the stock
would fall by about 40%, losing $47 million.

EE[position] = 0.65 x $140M +0.35 x (—$47M) = $91M — $16.5M = $74.5M

The expected value was strongly positive. Nathan made the invest-
ment. The FDA rejected the drug. He lost $47 million.

Was this a bad decision?

Now let us examine Rachel.

What did she know when she decided? She had imaging show-
ing unusual anatomy. She had intuition from roughly a dozen prior
emergency endovascular repairs—not a large sample. She believed
her approach might improve survival odds from 15% to perhaps 35%
or 40%. But she had no systematic data to support this belief. Her
reference class was thin. Her probability estimate was, in her own
words, “a gut feeling.”

Moreover, endovascular repair in this setting, if it fails, fails fast. The
patient would die on the table rather than in the ICU three days later.

650/0

35%

Approve  Reject

f

This happened

Figure 9.2: Nathan assigned 35% proba-
bility to rejection. The rejection occurred.
A 35% event happening does not indicate
a forecasting error.



From the patient’s family’s perspective, this might or might not matter.
From a process perspective, Rachel was accepting higher variance for a
hoped-for improvement in expected outcome—without strong evidence
for that improvement.

The patient survived. He is alive because Rachel made a bold choice
and the uncertain variable resolved favorably.

Was this a good decision?

You might say: “Of course it was! The patient lived!”

But the patient’s survival tells us almost nothing about whether
Rachel’s reasoning was sound. Her success could mean several things.
Perhaps she has genuine skill at recognizing when aggressive inter-
vention helps. Perhaps she got lucky this time. Or perhaps some
combination of both. A single case cannot distinguish these possibili-
ties. This is the crux of the matter.

Now imagine the outcomes reversed. The FDA approves Meridian’s
drug. Nathan makes $140 million. His investors praise his brilliant
analysis. The board asks him to present his methods at the annual
meeting.

Rachel’s patient dies on the table. The family is devastated. There
is a morbidity and mortality review. Her deviation from protocol is
scrutinized. Colleagues whisper about recklessness.

Did Nathan become smarter when the FDA approved? Did Rachel
become reckless when her patient died?

The quality of their decisions did not change. What changed was
which branch of the probability tree the universe happened to take.

Resulting

Poker players have a word for the error we are circling: resulting. It
means evaluating the quality of a decision by the quality of its outcome.

Let us be precise about why resulting is wrong.

Any decision made under uncertainty has multiple possible out-
comes. The decision determines the probability distribution over
those outcomes; it does not determine which outcome occurs. A well-
made decision—one that maximizes expected value given available
information—makes good outcomes more likely, but it cannot guaran-
tee them.

Consider a simple case. Someone offers you a bet: flip a fair coin.
Heads, you win $300. Tails, you lose $100. The expected value is:

E[bet] = 0.50 x $300 + 0.50 x (—$100) = $150 — $50 = $100

This is obviously a good bet. You should take it. But 50% of the time,
you will lose $100. If someone evaluates this bet by its outcome, half
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the time they will conclude you were stupid to take it.

The error is confusing “this outcome occurred” with “this outcome
was likely.” A 35% event will happen 35% of the time. When it does,
that does not mean the 65% estimate was wrong. It means the less
likely thing happened, as less likely things sometimes do.

You might ask: “But surely outcomes matter? If I consistently lose
money, something is wrong with my decisions.”

This is correct—over many decisions. Outcomes across a large sample
reveal information about decision quality. Outcomes from a single
decision reveal almost nothing. The distinction is crucial and often
missed.

If Nathan consistently estimates 65% approval and sees only 40%
approval rates, his calibration is off. That pattern, across many pre-
dictions, tells us something is wrong. But a single rejection tells us
nothing—it is well within the expected distribution.

The problem is that most consequential decisions are one-time events.
You do not get to run the same FDA decision a hundred times and
see the frequency distribution. You make one decision, observe one
outcome, and must somehow learn from it without falling into the
resulting trap.

Why Resulting Feels Right

If resulting is such a clear error, why do we commit it so readily?

Several psychological forces conspire.

Hindsight bias. Once we know the outcome, we reconstruct the past
to make that outcome seem more predictable than it was. After the FDA
rejection, the secondary endpoint miss looms larger in memory. “Didn’t
we know the FDA was getting cautious? Weren’t there warning signs?”
The warning signs were real, but they were incorporated into the 35%
rejection probability. Hindsight makes them seem like certainties.

Narrative coherence. Our minds prefer stories with clear causation.
“She made a bold choice and saved his life” is a satisfying narrative.
“She made a decision with uncertain expected value and the random
variable happened to resolve favorably” is not. We impose narrative
structure on probabilistic events because stories are easier to remember
and transmit than probability distributions.

Outcome availability. Outcomes are vivid and concrete. The $47
million loss is real; you can see it in the portfolio. The expected value
calculation is abstract and hypothetical. The patient is alive and talking
to his wife; the probability estimate that might have been wrong is
invisible. Concrete things feel more real than abstractions, even when
the abstractions are more informative.

Social accountability. We are held responsible for outcomes, not

Process vs. Outcome

Good Bad
B | Deserved  Bad
3
O | success luck
z Dumb  Deserved
M= luck failure

Figure 9.3: The process-outcome matrix.
Resulting looks only at the columns and
ignores the rows.



processes. Boards fire portfolio managers for losses, not for negative
expected value decisions that happened to pay off. Hospitals celebrate
surgeons whose patients live, not surgeons whose decision processes
were sound. The social environment reinforces resulting even when we
intellectually reject it.

The consequences of resulting are severe.

Learning failure. If you evaluate decisions by outcomes, you learn
the wrong lessons. You will repeat bad decisions that got lucky and
abandon good decisions that got unlucky. Over time, your decision
quality degrades even as you feel you are learning from experience.

Risk miscalibration. Resulting makes you too risk-averse after bad
outcomes, even when risk was appropriate, and too risk-seeking after
good outcomes, even when caution was warranted. You are chasing
noise rather than signal.

Psychological damage. Good decision-makers who experience bad
outcomes start doubting their judgment. The doubt may be misplaced—
their process may have been excellent—but resulting makes it feel like
personal failure.

You might ask: “So we should just ignore outcomes entirely?”

No. Outcomes are data. The question is how much weight that data
deserves. For rare events and single decisions, individual outcomes are
mostly noise. For repeated decisions, patterns of outcomes are highly
informative. We must learn to weight outcomes appropriately—heavily
for patterns, lightly for individual cases.

The Alternative: Process Evaluation

If we reject resulting, what do we put in its place? The alternative is
process evaluation: assessing decisions based on the reasoning and
information at the time of decision, not the outcome that followed.

The core question is: Given what you knew, and what you could reason-
ably have known, when you decided—uwas your decision process sound?

This question has several components.

Information assessment. What information did you have? What
information was available but not gathered? Should you have gathered
it? What information was unavailable, and did you correctly recognize
its unavailability?

Nathan had access to FDA advisory committee transcripts, historical
approval data, expert medical opinions, and market analysis. Did he
review all relevant sources? Did he weight them appropriately? Were
there signals he could have obtained but did not—perhaps conversa-
tions with former FDA officials, or analysis of the specific reviewer
assigned to Meridian’s application?

Probability estimation. Were your probability estimates well-calibrated?
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Did you use appropriate reference classes? Did you account for base
rates? Were you appropriately humble about your uncertainty?

Nathan used reference class forecasting—the technique we discussed
in Chapter 6. He started with base rates from comparable drugs,
then adjusted for case-specific factors. His 65% was not pulled from
intuition; it was constructed systematically. But was his reference class
well-chosen? Were his adjustments reasonable?

Consequence assessment. Did you correctly assess the consequences
of each possible outcome? Were there consequences you failed to con-
sider? Did you weight outcomes by their probability?

Nathan calculated the direct financial impact of approval versus
rejection. But did he consider second-order effects? How would a $47
million loss affect his fund’s stability, his relationship with investors,
his ability to raise future capital? These considerations might have
changed optimal position sizing even if they did not change the binary
investment decision.

Alternative generation. Did you consider the full range of alterna-
tives? Did you seriously evaluate options beyond the obvious choice?
Did you challenge your initial framing?

Nathan faced a choice between investing and not investing in Merid-
ian. But were there intermediate options? A smaller position? Options
strategies that would profit from either outcome? Waiting for additional
information before committing?

Meta-cognition. Were you aware of your own biases and limitations?

Did you seek contrary opinions? Did you adjust appropriately for

overconfidence?
Did Nathan seek out bearish analysts on Meridian? Did he gen-

uinely engage with their arguments, or did he dismiss them? Did

Process
he consider that his conviction might be inflated by the work he had quality
already invested in the analysis? -
A good decision process is one where available information was
properly gathered and weighed, probabilities were reasonably cali-
brated, consequences were comprehensively assessed, alternatives were Figure 9.4: Process evaluation examines
seriously considered, and the decision-maker was appropriately humble five dimensions. All must be sound for

e e el . the to b d.
about their limitations. ¢ process 1o be goo

A bad decision process fails on one or more of these dimensions—
regardless of outcome.

You might ask: “This seems abstract. How do I actually implement
process evaluation in practice?”

The abstraction needs tools to become concrete. Let us turn to them.



The Decision Journal

The most powerful tool for process evaluation is the decision journal: a
contemporaneous record of your reasoning at the time of decision.

Before making any significant decision, write down seven things.
First, the decision you are making. Second, the alternatives you con-
sidered. Third, your probability estimates for key uncertain variables.
Fourth, your reasoning for those estimates. Fifth, what information
you sought and what you found. Sixth, what would change your mind.
Seventh, how confident you are in your own analysis.

Then, after the outcome is known, review the journal before updating
your assessment. The journal captures your state of mind at the decision
point, uncontaminated by hindsight.

Why does this work? The journal prevents hindsight bias by creating
an unalterable record. When the FDA rejects Meridian, Nathan can
return to his journal and see that he estimated 65% approval, identi-
fied specific risk factors, and acknowledged uncertainty. He cannot
retroactively convince himself that he “knew all along” the warning
signs were fatal.

The journal also forces explicit reasoning. Many poor decisions flow
from vague intuition that cannot be examined. Writing “I think this will
work because...” exposes whether your reasoning is sound or circular.

Here is what a journal entry might look like:

Decision: Take $120M position in Meridian Therapeutics
Date: March 15, 2024
Key estimate: 65% probability of FDA approval

Basis: Reference class of 14 comparable Phase 3 oncology drugs shows
72% approval rate. Adjusting down 7 points for: (1) missed secondary
endpoint on progression-free survival, (2) FDA’s increased caution in
this therapeutic class since 2022, (3) recent personnel changes at FDA
oncology division.

Alternatives considered: I considered passing entirely but rejected this
because expected value is clearly positive. I considered a smaller position
($60M) but rejected this because it would under-weight a positive EV
opportunity. I considered an options strategy but liquidity is insufficient
for our size.

What would change my mind: Advisory committee vote below 7-4
would trigger full position review. Any new adverse event data would
require immediate reassessment. Competitor approval that changes
market dynamics would affect sizing.

Confidence in my analysis: Moderate. The reference class is solid but
small. Drug-specific factors could easily move the true probability to 55%
or 75%. I am more confident in the expected value being positive than in
the specific probability estimate.
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After the FDA rejection, Nathan reviews this entry. Was his reference
class appropriate? His adjustment factors reasonable? His confidence
appropriately calibrated? These questions can be answered without
hindsight contamination because the answers are written down.

The Pre-Mortem Revisited

We introduced pre-mortems in Chapter 5 as a tool for group decisions.
They are equally powerful for process evaluation.

Before committing to a decision, imagine that it has been imple-
mented and has failed catastrophically. Then ask: “Why did it fail?”

The psychological shift is crucial. In normal planning, we advocate
for our decisions. We want them to succeed, so we underweight risks,
dismiss objections, and focus on execution rather than failure modes.
In a pre-mortem, we have already failed. We are freed to articulate
what went wrong without feeling disloyal to our own plans.

Had Nathan conducted a pre-mortem, he might have written:

It is September 2024. The FDA rejected Meridian. Why?

The secondary endpoint miss was more significant than I weighted
it. The FDA’s new division director, appointed in January, has a track
record of emphasizing secondary endpoints that I failed to research.
The advisory committee’s 9-4 vote included two members who later
expressed reservations in the published summary—reservations I did not
read carefully enough. My reference class of 14 drugs included three that
were approved before the FDA’s 2022 policy shift; excluding those, the
approval rate was only 64%, not 72%.

This pre-mortem might or might not have changed Nathan’s decision.
The expected value might still have been positive. But the exercise
would have sharpened his analysis, perhaps led to better position
sizing, and created a record against which to evaluate his process after
the actual outcome.

Pre-mortems convert vague anxieties into specific scenarios. Specific
scenarios can be assessed, mitigated, or accepted with eyes open. Vague
anxieties just create stress without improving decisions.

Counterfactual Analysis

After a decision resolves, counterfactual analysis asks: Given the same
decision process, across many parallel universes, what distribution of outcomes
would we expect?

This requires discipline. You are not asking “What would have hap-
pened if Nathan had sold earlier?”—that is hindsight-contaminated
reasoning. You are asking “If Nathan made this same decision a thou-

Now Decision  “Failure”
Figure 9.5: The pre-mortem: imagine fu-
ture failure, then explain it. The exercise
surfaces risks that optimistic planning
would miss.



sand times, with the same information, what would the distribution of
outcomes look like?”

If his 65% estimate was well-calibrated, about 650 times he would
be celebrating and 350 times he would be facing investor questions.
His actual outcome—the FDA rejection—is in the expected distribution.
The outcome does not tell us the decision was wrong; it tells us that a
35% event occurred.

After a significant outcome, ask yourself four questions. First, what
probability did I assign to this outcome? Second, was that probability
calibrated? (Check decision journal.) Third, if I made this decision 100
times, how many times would I see an outcome this bad (or this good)?
Fourth, does this outcome tell me anything about my process, or is it
just sampling noise?

For Nathan: “I assigned 35% to rejection. I saw rejection. This is not
surprising—35% events happen 35% of the time. Unless I see a pattern
of my 35% events happening more than 35% of the time, this single
outcome tells me nothing about my process quality.”

Counterfactual analysis requires emotional discipline. The $47 mil-
lion loss is real. The pain is real. But the pain does not mean the
decision was wrong. The ability to separate emotional response from
analytical assessment is part of what distinguishes mature decision-
makers from reactive ones.

You might ask: “Who has time for decision journals, pre-mortems,
and counterfactual analysis for every decision?”

Not every decision warrants this apparatus. Reserve these tools for
consequential choices—particularly the one-way doors we discussed
in Chapter 4. A major investment, a key hire, a strategic pivot, an
irreversible commitment. For routine decisions, quick intuition is ap-
propriate. But for decisions that matter and will be evaluated later—by
yourself, your board, your conscience—building the record of your
process is essential.

How Poker Players Learned to Stop Resulting

Professional poker provides a unique window into process-versus-
outcome thinking. Poker players face this distinction thousands of
times per year, with real money on the line and immediate feedback.
The culture they have developed offers lessons for other domains.

A professional poker player makes hundreds of decisions per session.
Most have calculable expected values—you know the probability distri-
bution over cards and can compute optimal strategy. But outcomes are
random. You can make every correct decision all night and lose money.
You can play terribly and win a fortune.

Over thousands of hands, skill dominates luck. The long run reveals
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ability. But on any given night—or week, or month—luck dominates
skill. Variance swamps signal. This creates a brutal psychological
environment: you can play brilliantly and feel like an idiot, or play
badly and feel like a genius.

By the 1990s, serious poker players had developed explicit anti-
resulting practices:

Review hands, not sessions. Players analyze specific decisions:
“Was my river bet correct given the pot odds and my read of his range?”
They do not analyze sessions: “Did I win money tonight?” Session
results are noise; individual decisions are signal. A losing session full
of correct decisions is a success. A winning session full of mistakes is a
failure—even though the bankroll increased.

Database tracking. Online poker enabled tracking of every hand
across thousands of games. Players could compute their actual win
rate in specific situations versus their results. Patterns emerged that
single sessions would never reveal. A player might discover that their
“tight-aggressive” strategy was profitable overall but leaked money in
certain positions—information invisible without large-sample data.

Community review with hidden outcomes. Poker forums devel-
oped cultures where hands were posted for analysis with outcomes
sometimes hidden. “Villain bets pot on the river. Hero has top pair with
weak kicker. What should Hero do?” The correct answer depends on
probability analysis, not on what happened when Hero called. Hiding
outcomes forces analysis of process.

Variance acceptance. Players learned to speak of “running good”
and “running bad” as separate from playing well or poorly. “I ran
bad this month” means the cards went against me. “I played bad this
month” means my decisions were poor. The language itself encodes
the process-outcome distinction. You can run bad while playing well.
You can run good while playing badly. The bankroll reflects both; only
process review separates them.

Annie Duke, a professional poker player who became a decision
consultant, has brought poker’s anti-resulting culture to business audi-
ences. Her central argument: business decisions are like poker hands,
not like chess moves. In chess, bad outcomes indicate bad play—the
game is deterministic. In poker, and in business, bad outcomes can
follow perfect play because uncertainty intervenes between decision
and result.”

Why did poker develop this culture first? Other domains face the
same process-outcome distinction. Physicians, investors, military com-
manders, insurance underwriters—all make decisions under uncer-
tainty with probabilistic outcomes. But poker had unique features.
First, very rapid feedback—hundreds of hands per session. Second,
precise probability calculations, allowing clear expected value assess-

Hands

Results = skill + noise
Figure 9.6: Poker results combine skill
and luck. In the short run, luck domi-
nates. In the long run, skill emerges.

*Annie Duke, Thinking in Bets, 2018.
Duke emphasizes that treating deci-
sions as bets—with explicit probability
assessments—creates the mental frame-
work for separating process from out-
come.



ment. Third, repeated exposure, as the same situations recur constantly.
Fourth, financial incentives aligned with learning, since players who
result lose money.

These conditions allowed a community to collectively learn what
takes individuals in other fields years to internalize: outcomes are
noisy, process is signal, and conflating them destroys both learning and
psychological equilibrium.

Evaluating Lisa’s Hiring Decision

Let us work through a complete process evaluation for a realistic
business decision.

Lisa is VP of Engineering at a growing software company. Eight
months ago, she hired David as a senior engineer. David interviewed
exceptionally well: strong technical skills demonstrated in a rigorous
coding exercise, good culture fit as assessed by four team members,
and enthusiastic references from two former managers. Lisa estimated
an 80% probability of success, somewhat higher than her base rate for
senior hires (about 70%), justified by David’s unusually strong signals.

Eight months later, David is struggling. His code quality is inconsis-
tent. He has clashed with two teammates on technical approaches. He
missed a major deadline last quarter. Lisa is considering a performance
improvement plan.

Her CEO asks: “Was this a bad hire? Did we make a mistake in our
process?”

The resulting answer: Yes. David is not working out, therefore the
hiring decision was bad. Lisa’s judgment was flawed. Perhaps she
needs more rigorous assessment methods, better reference checking, or
a longer interview process.

The process evaluation: Let us examine what Lisa knew at the time
of decision.

Information gathered: On the technical screen, David scored in the
top 5% of candidates. In the system design interview, two senior
engineers rated him “strong hire.” Culture interviews yielded positive
assessments from all four team members. Both former managers gave
strong references, specifically noting David’s technical depth and ability
to deliver under pressure. His background showed six years at well-
regarded companies with consistent promotions.

Probability estimate:

Lisa’s historical success rate for senior hires was about 70%. David’s
signals were stronger than typical: top 5% technical performance, unani-
mous positive culture assessments, strong references. Her 80% estimate
reflected this above-base-rate evidence.

Alternatives considered:
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Two other candidates were in contention. One had stronger raw
technical skills but weaker culture signals. One had less experience but
came highly recommended by a trusted colleague. Lisa chose David as
the balanced candidate with the strongest overall profile.

What would have changed her mind:

Negative reference signals (she received none). Technical perfor-
mance below expectations in the interview (it exceeded expectations).
Red flags in background check (there were none).

The evaluation questions:

Was the information gathering adequate?

Lisa conducted standard technical and culture interviews, checked
references, and verified background. For a senior hire, this is reasonable
process. She could have done more—work sample tests, extended trial
periods, deeper reference dives—but her process was not deficient by
industry standards.

Was the probability estimate calibrated?

Lisa’s 80% was based on her track record (70% base rate) plus strong
positive signal from this candidate. If she consistently estimates 80%
confidence and sees 80% success rates, she is well-calibrated. One
failure in an 80% confidence hire is expected—it should happen 20% of
the time.

Were consequences adequately assessed?

Lisa considered the cost of a bad hire (team disruption, termination,
re-hiring effort) versus the cost of passing (continuing understaffed on
critical projects). Given these stakes, her decision to hire was reasonable.

Were alternatives seriously evaluated?

She had two other candidates she genuinely considered. She did not
fall in love with David and ignore the alternatives.

The verdict:

Lisa’s process was sound. She gathered reasonable information,
made a calibrated probability estimate, considered alternatives, and
decided appropriately. David not working out does not indicate process
failure—it indicates that the 20% outcome occurred.

What would indicate bad process: Several findings would suggest
genuine process failure. If Lisa’s historical success rate for 80% con-
fidence hires is actually 50%, her calibration is off. If Lisa skipped
reference checks she normally conducts, her information gathering was
inadequate. If Lisa dismissed the other candidates without serious eval-
uation, her alternative consideration was weak. If Lisa ignored warning
signals from team members who had doubts, her meta-cognition failed.

The actionable insight:

Lisa should record this outcome and watch for patterns. If her next
three “80% confident” hires also struggle, her calibration needs work.
But this single outcome, by itself, tells her almost nothing about her



hiring ability. The appropriate response is to continue her current
process while tracking results, not to overhaul everything because one
hire did not work out.

Skill, Luck, and the Limits of Attribution

At the heart of process versus outcome lies a philosophical question:
How do we distinguish what we control from what we do not?

Every outcome is a product of skill and luck—decisions and chance.
But the relative contributions are hidden. When Nathan loses $47
million, some portion reflects his decision quality and some reflects the
random resolution of FDA deliberation. We cannot directly observe the
split.

This creates an attribution problem. Humans are biased toward over-
attributing outcomes to skill when they are good (self-serving bias) and
to luck when they are bad (self-protective bias). We want credit for
successes and excuses for failures. Nathan is tempted to blame bad
luck; Rachel is tempted to claim skill. Both attributions may be wrong.

Process evaluation disciplines this bias. By separating the assessment
of process from the observation of outcome, we force ourselves to
evaluate what we actually controlled.

Consider the role of base rates. If 65% of similar investments succeed,
a success does not indicate exceptional skill—it indicates ordinary
performance. If only 35% succeed and you succeeded, there is more
evidence of skill, though still not proof. Rachel’s 85% improvement
over base rate (15% survival to 100% survival in one case) would be
remarkable evidence of skill if it held across many cases. For a single
case, it might be luck.

Process evaluation requires genuine humility—a willingness to be-
lieve that your successes might be luck and your failures might not
reflect incompetence. This is psychologically difficult. We are wired to
construct narratives where we are the hero of our successes.

But this humility is also liberating. If bad outcomes do not mean
you are bad at deciding, you can take appropriate risks without your
self-worth riding on each resolution. You can lose a bet and still know
you bet correctly. You can hire someone who does not work out and
still trust your hiring process.

There is a limit to what process evaluation can achieve. Over enough
decisions, skill and luck separate. If you consistently make positive
expected value decisions, you will come out ahead in the long run. If
you consistently make negative expected value decisions, you will fall
behind. The law of large numbers is on your side—eventually.

But “enough decisions” can be a very large number. For rare, con-
sequential choices—the decisions that matter most—sample sizes may
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never be large enough to clearly attribute outcomes to skill or luck.
For these decisions, process evaluation is not just helpful; it is the only
evaluation that makes sense.

You Might Ask

Let us address several objections that arise naturally.

“Aren’t outcomes ultimately what matter? A decision that produces bad
results is a bad decision, period.”

Outcomes matter enormously—we want good outcomes! But the
question is what we can control. We control our decision process.
We cannot control how uncertainty resolves. Judging decisions by
outcomes conflates what we control with what we do not.

Moreover, if you optimize for outcomes in evaluation, you will distort
future decisions. You will become too conservative after bad outcomes
and too aggressive after good ones, chasing noise rather than improving
signal.

“This sounds like an excuse for failure. ‘I made a good decision that didn't
work out’ is what everyone says after they fail.”

Fair concern. The difference is whether you have a documented
process that can be evaluated. Anyone can claim good process after a
bad outcome. But a decision journal, written before the outcome, can
be examined. Were the probabilities reasonable? Was the reasoning
sound? Was the information gathering adequate?

Process evaluation is more demanding than resulting, not less. It
requires explicit reasoning that can be scrutinized. The journal exposes
your thinking to examination—by yourself and others.

“How do you ever learn anything if you discount outcomes?”

We do not discount outcomes—we weight them appropriately. A
single outcome tells us almost nothing about process quality. But
patterns of outcomes across many decisions are extremely informative.

If Nathan consistently estimates 65% approval and sees only 45%
approval rates, his calibration is off. That pattern tells us something is
wrong. The individual outcome does not.

The key is sample size. For frequent decisions with clear outcomes,
patterns emerge quickly. For rare decisions, individual outcomes are
mostly noise.

“In some domains, outcomes are all we have. Historical figures are judged
by results, not intentions.”

True, and this reveals something important about history: it is a poor
guide to decision quality. We celebrate generals who won battles and
ignore that they might have been lucky. We condemn leaders whose
decisions failed and ignore that they might have made the best choice
available.



History selects for outcomes; it does not evaluate process. We can do
better for our own decisions and for those we evaluate in contemporary
settings.

“What about situations where the outcome reveals information the decision-
maker should have known?”

This is legitimate. Sometimes a bad outcome reveals that the decision-
maker failed to gather available information or ignored obvious warn-
ing signs. The FDA rejection might be evidence that Nathan failed to
notice something visible in the data.

But this is a question about process—was the information gathering
adequate?—not about the outcome as such. The outcome prompts the
review; it does not determine the verdict. We might discover Nathan
missed something important (bad process) or that he did everything
reasonable and the uncertainty resolved against him (good process, bad
outcome).

Living with Uncertainty

We have been treating process evaluation as a technique—a method
for assessing decisions fairly. But there is something deeper here,
something about how we relate to a world we cannot fully control.

The fundamental insight of this chapter is uncomfortable: you can do
everything right and still fail. Good process does not guarantee good
outcomes. It makes good outcomes more likely, but the gap between
decision and result cannot be closed entirely.

This is true not just for major decisions but for life itself. The person
who exercises, eats well, and avoids smoking can still get cancer. The
careful driver can still be hit by a drunk. The responsible investor can
still lose money in a crash. Probability governs outcomes; decisions
influence probabilities but do not determine outcomes.

Some people find this terrifying. If outcomes are not fully deter-
mined by choices, what is the point of careful decision-making?

The point is that careful decision-making improves your odds. It
does not guarantee success, but it makes success more likely. Over a
lifetime of decisions, better process compounds into better outcomes—
not every time, but on average, and that average matters enormously.

Other people find this liberating. If bad outcomes do not necessarily
reflect bad decisions, you can take appropriate risks without carrying
crushing guilt when variance goes against you. You can make bold
bets when the expected value is positive, accept that some will fail, and
maintain confidence in your judgment through the failures.

The mature relationship with uncertainty involves both recognition
of what you control (process) and acceptance of what you do not (out-
comes). You optimize what you can optimize and release attachment
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to what you cannot determine.

This is not fatalism—it is calibrated humility. You work hard, think
carefully, gather information, consider alternatives, and then let go. The
universe will decide what happens. Your job was to give yourself the
best possible odds.

From Evaluation to Learning

Process evaluation lets us assess decisions fairly, separating signal from
noise, skill from luck. But assessment is not the goal. Learning is.

Nathan reviews his decision journal and concludes his process was
sound. The FDA rejection was a 35% event that occurred, not a fore-
casting failure. What does he do next?

He could keep making similar decisions and trust the probabilities.
If his 65% estimates are well-calibrated, he will succeed roughly 65% of
the time, and the gains will outweigh the losses. Patient adherence to a
sound process is itself a strategy.

But he might also ask: Can I improve my process? Are there in-
formation sources I did not consult? Reference classes I could refine?
Adjustments I should have made but did not? Process evaluation iden-
tifies whether something is broken; it does not automatically show how
to fix it.

And what about Rachel? Her outcome was good but her process
uncertain. How does she know whether her gut instinct is reliable?
Should she trust it more in the future, or was this a lucky success that
will not replicate?

These questions take us from evaluation to learning. Process evalua-
tion is the foundation—without it, you learn the wrong lessons from
noisy outcomes. But evaluation only identifies what to examine; it does
not improve future decisions by itself.

How do you actually get better at deciding? What kind of feedback
helps? How do you create tight loops in domains where outcomes are
delayed, noisy, or rare? When should you trust your intuition, and
when should you override it?

These questions—the technology of improvement, the development
of genuine decision-making expertise—are what we turn to next. We
shift from judging decisions to becoming better at making them.



10
Learning to Decide Better

The 2 AM Ritual

It is 2 AM, and Maria Chen is reviewing hand histories. The casino
floor is quiet now; the recreational players have gone home to sleep
and the serious grinders have moved to the higher-stakes tables across
the room. Maria sits in the poker room’s coffee shop with a stack of
printouts—every significant hand from the past week—and a worn
notebook. The notebook has two columns for each hand: “Result” and
“Process Grade.” They often disagree.

Hand #47: She folded pocket jacks to a three-bet from a tight player
in early position. She won zero dollars on the hand. In the Result
column: nothing. In the Process column, she writes: “His range here is
QQ+, AK. My equity against that range is 35%. Fold is correct. A+.”

Hand #52: She called a river bet with second pair. She lost $1,200.

She reconstructs his betting pattern, estimates his bluffing frequency Result | Process
based on 200 hands of data, calculates her pot odds. “At 3:1, I need So At
him to be bluffing 25% of the time. He’s probably bluffing 30-35% here. 1,200 A
Call is correct. The result was unlucky, not wrong. A.” +$80o
Hand #61: She bluffed the river with no equity, betting into a player “$400 B+
she had tagged as a calling station. He folded, surprisingly. She won Figure 10.1: Maria’s notebook separates
$800. In the Result column: +$800. In the Process column: “Against fielz:;t:eirom process. The columns often

this player, he calls river bets 70% of the time. My bluff was profitable
only if he folds more than 40%. This was a mistake that happened to
work. C.”

This ritual—separating decision quality from outcome quality, re-
constructing information as it was known at the time, asking “would I
make the same decision again?”—is how Maria has become one of the
top professionals in the country. It is also how professionals in every
field can improve their decision-making. And most of us never do it.

Chapter g established that we must evaluate decisions by process,
not outcome. But evaluation is not learning. Knowing that a decision
was good or bad does not automatically make your next decision
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better. How do you actually improve? What kind of practice works for
something as abstract as judgment?
Let us find out.

What Kind of Feedback Helps

Maria’s hand review works because it has three properties that most
professional feedback lacks. Understanding these properties explains
why some fields produce genuine expertise while others produce only
confident practitioners.

Property 1: Tight feedback loops.

The faster feedback arrives, the easier it is to connect cause and
effect. Maria reviews hands within a week of playing them. Weather
forecasters see outcomes within 24 hours. Chess players see outcomes
within hours.

Contrast this with the venture capitalist who will not know for
seven years whether an investment was good. Or the hiring manager
whose hires take two years to prove out. Or the policy analyst whose
recommendations play out over decades.

Every month of delay between decision and feedback is an enemy of

learning. Other factors intervene. You forget your original reasoning.

The world changes. The connection between what you did and what
happened becomes harder to trace.

This is why Maria reviews hands weekly rather than monthly. Even
a few weeks’ delay would let her memory reconstruct her reasoning
to fit the outcome—the hindsight bias we discussed in Chapter 9. The
contemporaneous record prevents this corruption.

Property 2: Clear criteria for success.

What counts as success must be unambiguous. Did the player win
the pot or not? Did it rain or not? Did the patient survive or not?

Fuzzy criteria corrupt feedback. Consider the common business
question: “Did the project succeed?” The answer depends entirely on
what counts as success. Was it delivered on time? On budget? Did
users adopt it? Did it generate revenue? Did it achieve strategic goals?
Without clear criteria established in advance, you can declare almost
any outcome a success or failure depending on which lens you choose
afterward.

Maria’s criterion is simple: did she make money on the hand? But
her process criterion is different: given what she knew, was the expected
value of her action positive? These are independent questions with
clear answers.

Property 3: Honest assessment.

Even with tight loops and clear criteria, learning requires honest
evaluation. And honesty is hard when your ego is involved.

Feedback delay
hours days years 7+ yrs
—_— e —o—>

Poker Weather Hiring VC

Figure 10.2: Feedback delay varies enor-
mously across domains. Longer delays
make learning harder.



The common failure modes: attributing good outcomes to skill and
bad outcomes to luck. Reconstructing your reasoning to match what
actually happened. Forgetting or ignoring decisions that did not work
out. Comparing yourself to the wrong baseline.

Maria’s ritual works because she has written records (no memory
corruption), explicit probability estimates made before outcomes were
known (no hindsight revision), and a culture that separates process
from outcome (ego protection). Her notebook is a commitment device
against her own psychology.

You might ask: “Can’t I just look at my overall results? If I'm
winning, I must be deciding well.”

Not necessarily. In domains with high variance, short-term results
tell you almost nothing about decision quality. A fund manager can
outperform for five years by luck. A poker player can lose for months
despite excellent decisions. The variance swamps the signal.

Here is the statistical reality: if you are 5% better than average at
some decision type in a high-variance domain, you might need 10,000
decisions before your skill becomes statistically distinguishable from
luck. Most people never make 10,000 comparable decisions. Maria
does—which is why poker is such a good laboratory for decision-
making. But a corporate executive making strategic decisions will face
perhaps 50 major choices in a career.

This is why process review matters even more than outcome tracking.
Process quality is visible immediately; outcome quality takes years to
measure reliably.

Creating Feedback in Low-Feedback Domains

For many important decisions, the natural feedback loop is too slow or
too noisy. What do you do?

Let us consider a venture capitalist—call him James—who wants
to improve his investment decisions. His fund invests in early-stage
companies, and he will not know the outcome of any given investment
for five to ten years. By the time the feedback arrives, he will have
forgotten his original reasoning, the market will have changed, and
dozens of confounding factors will obscure any connection between his
decision and the outcome.

James cannot make the feedback loop tighter in an absolute sense.
But he can decompose the decision into faster-feedback components.

Strategy 1: Decompose into components.

James cannot get quick feedback on investment outcomes, but he can
get feedback on several faster-cycling components. First, deal sourcing:
how many good opportunities is he seeing, and are the best founders
reaching out to him? Second, due diligence quality: did he identify the
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key risks, and six months post-investment, have unexpected problems
emerged that he should have caught? Third, term negotiation: did he
get reasonable terms, and how do his terms compare to other investors
in similar deals? Fourth, board participation: are his contributions
valued, and do founders seek his input on major decisions?

Each component has faster feedback than the overall investment
outcome. Improving components improves the whole, even if you
cannot directly measure the whole.

The same strategy works for hiring. A hiring manager cannot know
for two years if a hire was good. But they can track intermediate
indicators. Did candidates perform in the first go days as the interview
predicted? Did the predicted manager fit match reality? Did reference
predictions match actual performance? Which interview questions had
predictive value?

After six months, you have feedback on these components. After two
years, you can calibrate which components predicted final outcomes.
The decomposition creates a learning loop that would otherwise take
decades to close.

Strategy 2: Create prediction journals.

Before important decisions, write down your predictions and reason-
ing. After outcomes arrive, review what you wrote.

This creates feedback that would otherwise be lost to memory cor-
ruption. Your past self’s explicit predictions are more reliable than your
current self’s memory of what you believed.

The format can be simple:

Decision: Invest $2M in TechCo Series A
Date: March 15, 2024

Key predictions: I estimate a 60% probability the company reaches Series
B and a 25% probability of a 10x+ return. The main risk is founder-market
fit—a technical founder pursuing an enterprise sales motion. Expected
timeline to next milestone is 18 months.

What would change my mind: If the first enterprise customer takes more
than 9 months to close, or if the team cannot hire senior sales leadership
by month 12, I will reassess my thesis.

This journal entry creates accountability. In 18 months, James can
review: Did TechCo close an enterprise customer in 9 months? Did
they hire sales leadership? Were his probability estimates calibrated?
The journal prevents the hindsight reconstruction that makes most
post-mortems useless.

You might ask: “This sounds like a lot of overhead for every deci-
sion.”

It is, and you should not do it for every decision. Reserve rigorous
prediction journals for decisions that are consequential (worth the

Investment 7 yrs
outcome
Deal Due
. Terms
source dlhgence

6 mo

Figure 10.3: Decomposing slow-feedback
decisions into faster-feedback compo-

nents.



effort), repeating (you will face similar decisions again), and improvable
(there is skill to be developed).

Routine decisions do not need journals. Strategic decisions do.

Strategy 3: Learn from others’ decisions.

When your own experience is limited, borrow from others.

Case studies, war games, simulations—these let you encounter situa-
tions and evaluate decisions without waiting years for outcomes. The
fidelity is lower, but the volume is higher.

Medical schools use case-based learning precisely because actual
patient outcomes take too long. A student can work through 500 cases
in a semester, getting feedback on each diagnostic decision. They could
not see 500 real outcomes in five years of practice.

Military officers learn from historical campaigns and simulated ex-
ercises. Business schools use case studies. The format varies, but the
function is identical: compressing decades of experience into months
of learning by leveraging the recorded experiences of others.

The key is engaging seriously with others” decisions—not just read-
ing what they did, but asking what you would have done, then com-
paring your reasoning to theirs and to the actual outcome.

When Intuition Is Trustworthy

4

Some experts have intuitions you should trust. Grandmasters “see’
the right chess move. Experienced firefighters “feel” when a building
is about to collapse. These intuitions are fast, confident, and reliably
accurate.

Other experts have confident intuitions that are unreliable. Political
pundits “know” how elections will turn out. Stock pickers “sense”
which companies will succeed. These intuitions are equally fast and
confident but do not predict outcomes better than chance.

What distinguishes these domains? Daniel Kahneman and Gary
Klein, two psychologists with very different views on human judgment,
collaborated to answer this question. Their framework is the clearest
guide we have to when intuition can be trusted.”

Condition 1: A regular environment with stable patterns.

Chess has stable rules. Weather has stable physics. Fire behavior
follows predictable patterns. The relationships between observable cues
and outcomes do not change arbitrarily.

Stock markets incorporate new information continuously, making
past patterns poor guides to future behavior. Political environments
shift unpredictably. Novel technologies create unprecedented situations.
In irregular environments, pattern recognition fails because the patterns
you learned do not apply to the current situation.

Condition 2: Adequate opportunity to learn those patterns.
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Even in regular environments, you need enough exposure to develop
expertise. Chess masters have played thousands of games. Experienced
firefighters have seen hundreds of fires. The patterns are in their heads
because they have encountered them repeatedly with clear feedback.

Environment
Regular Irregular

High Valid expertise Confident illusion
g
°
s
=5

Low Slow learning No expertise

Contrast with a CEO making acquisition decisions. Even after 30
years, they might have made 20 acquisitions. That is not enough
repetitions to learn subtle patterns, especially given how much the
business environment changes between acquisitions.

Let us place some professions in the matrix. Weather forecasters
operate in a regular environment with high practice, producing valid
expertise. Chess players likewise—regular environment, high practice,
valid expertise. Livestock judges fall into the same category. Stock
pickers, by contrast, operate in an irregular environment despite high
practice, making them confident but unreliable. Political pundits face
the same problem—irregular environment, high practice, confident but
unreliable predictions. CEOs making acquisition decisions occupy an
awkward middle ground: a semi-regular environment but low practice,
yielding limited expertise at best.

You might ask: “So should I just ignore my intuition in irregular
domains?”

Not ignore—discount heavily and seek other inputs. Your intuition
in irregular domains captures something (your experience, your pattern
recognition), but it is not calibrated. Treat it as one input among many,
not as reliable guidance.

The dangerous middle ground is domains where expertise feels real
but is not. The portfolio manager who “reads the market.” The hiring
manager who “knows talent when they see it.” The strategist who
“understands the competitive landscape.” These confident intuitions
may be no better than chance, but they feel just as certain as the

Figure 10.4: The Kahneman-Klein exper-
tise matrix. Only the upper-left quadrant
produces trustworthy intuition.



firefighter’s sense that a building is about to collapse.

You might ask: “My domain feels unique—every situation is differ-
ent. How can I develop intuition?”

This is often an illusion. Many “unique” situations share deep
structure with past situations. The skill is recognizing what is similar,
not what is different. A good diagnostician sees the common pattern
beneath surface variation.

But if your domain genuinely is non-repeating—each decision truly
novel, no recurring patterns—then no one has valid intuition, including
you. In such domains, systematic analysis beats gut feel, even slow
systematic analysis. The discomfort of admitting “I don’t know” is
smaller than the cost of acting on unjustified confidence.

How Aviation Built a Learning Culture

Let us step back from individual decision-making to examine how an
entire industry learned to learn. Aviation has one of the best decision-
learning systems ever created. Planes today are dramatically safer than
they were fifty years ago, not primarily because of better technology,
but because of better learning from failure.

The problem before 1970 was severe. Early aviation treated accidents
as isolated events. A plane crashed; investigators determined the cause;
procedures were updated, maybe. There was no systematic way to learn
from near-misses. Pilots who reported problems were often blamed.
Airlines that acknowledged mistakes faced liability. The incentives
pointed toward hiding errors, and what gets hidden cannot be learned
from.

Three innovations changed everything.

Innovation 1: The Aviation Safety Reporting System (ASRS), 1976.

NASA created a system where pilots could report safety incidents
anonymously. The FAA agreed not to use reports for enforcement
actions. This single change removed the fear of punishment that had
kept pilots silent.

The results were immediate and dramatic. Tens of thousands of
reports per year poured in—near-misses that would have gone unno-
ticed became learning opportunities. Patterns emerged that individual
airlines could never have seen: certain approach procedures were con-
fusing, certain cockpit configurations error-prone, certain combinations
of factors dangerous. The aggregate data revealed systemic problems
invisible to any single organization.?

Innovation 2: Crew Resource Management (CRM), 1970s-80s.

Analysis of crashes revealed that many resulted from decision fail-
ures, not mechanical failures. Captains made errors that copilots saw
but did not challenge. Critical information was not shared. Authority
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gradients prevented junior crew from speaking up.

United Airlines Flight 173 in 1978 was a turning point. The plane
crashed because it ran out of fuel while the crew focused on a landing
gear problem. The flight engineer knew fuel was critically low but
failed to communicate the urgency to the captain. All the information
needed to prevent the crash was in the cockpit; it simply was not shared
effectively.

CRM training emerged from this analysis. Crews learned to make
decisions together: how to challenge authority constructively, how to
share information across rank, how to voice concerns. The focus shifted
from individual technical skill to collective decision process.

Innovation 3: Just culture, 1990s—present.

Airlines developed frameworks distinguishing three categories of er-
ror. First, honest mistakes—these are not punished because the system
failed, not the person. Second, at-risk behavior—the person made a
poor choice but with understandable reasons, so they receive coaching
rather than punishment. Third, reckless behavior—the person con-
sciously disregarded known risks, and this alone warrants punishment.

This framework allowed learning from errors without creating fear.
Pilots could admit mistakes because they understood the difference
between “I made an error” and “I was reckless.” The honesty required
for learning became possible.

The results speak for themselves. Fatal accident rates dropped by
over 90% from the 1970s to today. A person flying today is roughly 100
times safer than their grandparent was.3

Why does aviation’s story matter for individual decision-makers?

Aviation’s learning culture has the three properties we identified:
tight feedback loops (near-miss reporting captures events close to deci-
sions), clear criteria (accidents are unambiguous), and honest assess-
ment (just culture plus anonymity enables truth-telling).

But these properties did not arise naturally. They were deliberately
designed against the grain of human instinct—our tendency to hide
errors, blame individuals, and protect reputation. The aviation industry
had to build the infrastructure for learning.

You might ask: “Aviation has clear failures—crashes. What about
domains where failure is ambiguous?”

The principles still apply, but implementation is harder. The key
insight is that learning requires psychological safety (people must feel
safe admitting mistakes) and systematic collection (you must capture
events that would otherwise be forgotten).

Medicine is trying to build similar systems. Hospital morbidity and
mortality conferences, incident reporting systems, and patient safety
initiatives all draw on aviation’s model. The challenge is that medical
“crashes” are harder to define and attribute than aviation crashes. But

Honest At-risk Reckless
mistake  behavior  behavior
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Figure 10.5: Just culture distinguishes
types of error. Only reckless behavior is
punished; honest mistakes receive sup-
port.

3 Data from the Aviation Safety Network
shows roughly 2,000 commercial aviation
fatalities per year in the early 1970s ver-
sus fewer than 300 per year in recent
decades, despite a massive increase in
total flights.



the direction is clear: the domains that learn best are those that build
infrastructure for learning.

A Worked Example: Learning Systems for Sales

Let us design a practical learning system for a domain with moderate
feedback delays. Consider a B2B sales team making decisions about
which prospects to pursue, how to position offerings, when to discount,
and when to walk away from deals.

Sales cycles average six months. Win rates hover around 30%. The
team wants to improve, but nobody knows which decisions are actually
working.

Step 1: Identify the decision types worth tracking.

Not all decisions warrant systematic review. Focus on three cate-
gories. First, high-frequency decisions like whether to pursue or pass
on opportunities—these provide enough volume to detect patterns. Sec-
ond, high-stakes decisions involving large discounts or major strategic
bets—these justify the tracking overhead. Third, puzzling outcomes
where wins felt like losses or losses felt like wins—these reveal gaps
between intuition and reality.

Ignore routine administrative decisions. The overhead of tracking
must be justified by the learning value.

Step 2: Create prediction records before outcomes are known.

Before the outcome is determined, require salespeople to record four
things: their estimated probability of winning, the key factors driving
that estimate, the biggest risk to the deal, and the expected close date.

These records prevent hindsight bias and enable calibration analysis.
Without them, everyone will remember that they “knew all along”
whatever actually happened.

Step 3: Establish review rhythms.

Monthly deal reviews: Pull five to ten closed deals (a mix of wins
and losses). Compare outcomes to predictions. Identify patterns: What
did we systematically get wrong?

Quarterly calibration analysis: Across all deals, how calibrated are
our probability estimates? Are some salespeople better calibrated than
others? Are certain deal types systematically misjudged?

Annual pattern review: What did we learn this year? Which as-
sumptions about our market turned out to be wrong? How should our
mental models update?

Step 4: Decompose into faster-feedback components.

Six months is too long to wait for learning. Create intermediate
checkpoints. After the first meeting, ask: were we right about their
needs? After the proposal, ask: did they engage as expected? After
negotiation, ask: were our assumptions about their constraints correct?

THE UNCERTAIN DECIDER

143



144 CLAUDE OPUS 4.5

Each checkpoint enables learning before final outcome. If your
predictions about customer needs are consistently wrong at the first-
meeting stage, you can correct this much faster than waiting for deal
outcomes.

Step 5: Build psychological safety.

The system fails if salespeople fear their records will be used against
them. Design explicitly for learning. Emphasize that aggregate patterns
matter more than individual predictions. Treat miscalibrated estimates
as learning opportunities, not failures. Value process quality alongside
outcome quality. Most importantly, celebrate accurate predictions of
losses rather than punishing them.

This last point is crucial. If salespeople are rewarded only for opti-
mism, they will report optimistic probabilities regardless of reality. The
system becomes useless.

Example results:

After six months of tracking, the team discovers several patterns.
They are systematically overconfident on deals over $500K, predicting
40% win rates but achieving only 25%. They are well-calibrated on
mid-market deals. Deals involving IT stakeholders are harder than they
estimate. First-meeting predictions of customer needs are accurate only
60% of the time.

None of these patterns would emerge from intuition or anecdote.
And each points toward specific improvements: What is different about
large deals? How should we adjust our approach when IT is involved?
How can we improve early-stage needs assessment?

You might ask: “This seems like a lot of bureaucracy for a sales
team.”

The overhead is real. But consider: if 100 salespeople each make
slightly better pursuit decisions, the compound effect is enormous. One
hour per month of structured review can shift win rates by percentage
points—worth millions in revenue.

The question is not “is this overhead?” but “does the learning justify
the overhead?” For consequential, repeating decisions, usually yes.

The Boundaries of Expertise

Let us step back to consider a philosophical question with practical
stakes: What can we become expert at?

The optimistic view says expertise is possible wherever there are
stable patterns and sufficient practice. The brain is a pattern-recognition
machine. Given enough exposure to a regular environment with clear
feedback, it learns what works. This view implies: expand your practice,
seek feedback, and expertise will develop.

The pessimistic view says many domains that seem regular are actu-



ally chaotic. Feedback is corrupted by noise. Our pattern-recognition
machinery finds patterns that are not there. Confident expertise is often
an illusion. This view implies: trust systematic analysis over intuition,
and remain humble about your judgment.

Both views are partially right. The Kahneman-Klein framework gives
us a way to reconcile them. In some domains (regular environment,
adequate practice, clear feedback), expertise is real and powerful. In oth-
ers (irregular environment, or insufficient practice, or noisy feedback),
expertise is an illusion—confident but unreliable.

Several markers distinguish real expertise. First, experts agree with
each other more than novices do. Second, expert predictions outper-
form simple baselines. Third, more experienced experts outperform
less experienced ones. Fourth, experts can articulate, even if imperfectly,
what they are seeing.

The markers of illusory expertise are the opposite. Experts disagree
as much as novices. Expert predictions do not beat simple models.
Experience does not improve performance. Experts give confident
explanations that contradict each other.

You might ask: “How do I know if my own expertise is real or
illusory?”

Track your predictions. Compare to simple baselines. Check your
calibration across confidence levels. The data will tell you—if you are
willing to look.

This is harder than it sounds. The psychological pull toward believ-
ing in our own expertise is strong. We have invested years in developing
judgment. We feel confident. People pay us for our opinions. Admitting
that our expertise might be an illusion is painful.

But the alternative is worse: acting confidently on unreliable intu-
itions, making consequential decisions based on pattern-recognition
that does not work in your domain, and never knowing because you
never checked.

The mature stance is curiosity rather than certainty. “I think my
intuition is good here—let me test it.” This preserves confidence where
it is warranted while remaining open to the possibility that you are
wrong.

You Might Ask

Let us address several objections that arise naturally from this material.
“Isn’t reviewing every decision exhausting? I'd never have time to make
new decisions.”
Review selectively. Focus on decisions that are high stakes (worth the
learning), repeating (you will face them again), or surprising (outcome
differed from expectation).
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A 10-minute weekly review of three key decisions teaches more than
hours of unfocused reflection. Quality beats quantity. Maria does not
review every hand—she reviews the significant ones.

“What if I don’t have access to outcome data? How can I review decisions I
can’t track?”

You have more data than you think. Follow up with colleagues.
Check public records. Note leading indicators. Even partial outcome
data is better than none.

And process review is always possible. “Given what I knew, did I rea-
son well?” does not require outcome data at all. You can evaluate your
information gathering, your probability estimates, your consideration
of alternatives—all without knowing how things turned out.

“Doesn’t too much analysis lead to paralysis? Great decision-makers act on
instinct.”

Great decision-makers act on trained instinct—intuitions refined
through years of deliberate practice. The training is invisible by the
time you see the expert act.

Maria’s instant folds are informed by thousands of hours of hand
review. The firefighter’s immediate sense that a building will collapse
comes from hundreds of fires. The instinct looks effortless because the
practice is hidden.

Structure is for training. Once the patterns are learned, execution can
be fast. But you cannot skip the training and expect the same results.

“How do I know if I'm learning or just rationalizing?”

Track predictions explicitly, in writing, before outcomes. Rationaliza-
tion is easy when comparing fuzzy memories to outcomes. It is hard
when comparing explicit written predictions to outcomes.

If your past predictions are systematically wrong in particular di-
rections, that is signal. If they are randomly wrong, you may just face
high variance. The written record distinguishes these cases.

“Some of my best decisions were made quickly without all this structure.”

Probably true. Structure is for improving your baseline, not for
constraining every decision. The goal is to make your quick decisions
better by training on your deliberate decisions.

Think of it like physical training. An athlete does not lift weights
during the game. But lifting weights makes them faster and stronger
when they play. Decision review is strength training for judgment.

From Individual to Institutional Learning

Maria’s hand review makes her a better poker player. But she is
competing against herself, improving her own judgment, responsible
only for her own results.

Most of us work in organizations. And organizations present learn-



ing challenges beyond those of individuals.

Consider a company with excellent individual decision-makers who
collectively make poor choices. Everyone is smart. Everyone has good
judgment. But somehow the sum is less than the parts. Strategic
directions change without clear reasoning. Good information gets lost
between departments. Decisions that seemed solid to everyone involved
look foolish in retrospect.

Or consider a government agency with rigorous protocols that no
one follows. The procedures exist. Training happens. But in prac-
tice, shortcuts dominate. The gap between official process and actual
practice is wide and rarely discussed.

These are institutional learning failures that no amount of individual
improvement can fix. The problems are in the system: incentives that
reward the wrong behavior, culture that punishes honesty, structures
that fragment information.

The aviation safety system we discussed earlier is an institutional
solution. ASRS collects information across organizations. CRM changes
how crews interact. Just culture shapes what gets punished and re-
warded. These are not individual techniques; they are system designs
that make learning possible at scale.

How do you build similar systems? What makes some organizations
learning organizations while others stagnate? How do incentives,
culture, and structure interact to help or hinder collective improvement?

These questions take us from individual decision-making to insti-
tutional decision-making. From getting better yourself, to building
systems that help everyone get better. From personal learning to orga-
nizational learning.

We turn to this challenge next.
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11
Institutional Decision-Making

The Puzzle of Collective Failure

Consider two companies. Company A has recruited exceptional talent.
Its executives hold advanced degrees from the world’s finest institutions,
have decades of experience, and display sophisticated reasoning about
risk and uncertainty in every conversation. Interview any one of them,
and you find someone who understands expected value, appreciates
optionality, and can articulate the principles we have developed through
this book.

And yet Company A makes terrible collective decisions. It enters
markets too late. It exits too early. Capital flows to politically favored
projects rather than high-return ones. Warnings from people closest
to the problems are systematically ignored. Decisions that seemed
reasonable in the conference room look almost designed to fail when
viewed from outside.

Company B has solid but unspectacular individual talent. No one
would call its executives visionary. Yet Company B makes good collec-
tive decisions—entering markets at the right time, killing projects early
when they are not working, elevating dissenting voices before disasters
strike.

What explains the difference?

The answer is not about the individuals. It is about the architecture
of decision-making—the incentives, structures, and cultures that shape
how individual judgments get aggregated into collective action. A well-
designed organization makes its people smarter. A poorly designed
one makes them dumber, turning sharp individuals into collectively
foolish groups.

Let us explore this architecture. The stakes are high: most conse-
quential decisions in the modern world are made not by individuals
but by institutions. If we understand only individual decision-making,
we understand only part of what matters.
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Nokia’s Collapse: Smart People, Systemic Failure

In 2007, Nokia was the most powerful company in mobile telecom-
munications. It held 40% of global market share. Its research budget
exceeded Apple’s entire revenue. Its engineers had developed touch-
screen prototypes, smartphone concepts, and app store ideas years
before the iPhone appeared. The company was full of talented people
who could see exactly where the market was heading.

By 2013, Nokia’s phone division was sold to Microsoft for a fraction
of its former value. What happened?

You might ask: “Surely Nokia was caught off guard by the iPhone?”

No. Nokia’s engineers knew touchscreens were coming. They had
built working prototypes. Product managers wrote memos warning
that Symbian—Nokia’s operating system—could not compete with
what Apple was building. Middle managers tried to escalate concerns.
The information was there. The expertise was there. The awareness
was there.

What was missing was the organizational capacity to act on what
individuals knew.

Business researchers have interviewed former Nokia executives ex-
tensively, and a pattern emerges.”

First, information was siloed. Engineers knew about touchscreen
technology. Marketing knew about shifting customer sentiment. Fi-
nance knew about competitive threats. But these insights did not aggre-
gate. Each division optimized for its own metrics, and no mechanism
existed to synthesize the full picture.

Second, incentives were misaligned. Middle managers were eval-
uated on quarterly performance of existing product lines. Warning
about future threats did not help their bonuses—it threatened them.
The rational individual response was to stay quiet or spin information
positively. Why sacrifice your career to deliver news nobody wants to
hear?

Third, the culture was fear-based. Senior executives were known to
berate subordinates who brought bad news. One former manager de-
scribed “an atmosphere of fear” where honest assessment was punished.
The predictable result: information flowing upward was systematically
distorted to tell leaders what they wanted to hear.

Fourth, decision authority was diffused through committees. Major
decisions required consensus across multiple divisions. This gave veto
power to units threatened by change. The smartphone transition would
cannibalize feature phones—so the feature phone division could always
find reasons to delay.

The result was organizational suicide committed one locally rational
decision at a time. Engineers kept their heads down. Managers hit

2007: 40% share

iPhone launches

2013: Sold

Figure 11.1: Nokia’s collapse happened
in six years despite internal awareness of
the smartphone transition.

*See Timo Vuori and Quy Huy, “Dis-
tributed Attention and Shared Emotions
in the Innovation Process: How Nokia
Lost the Smartphone Battle,” Administra-
tive Science Quarterly, 2016. The inter-
views reveal systematic organizational
dysfunction.



their quarterly targets. Executives avoided politically dangerous con-
versations. Everyone behaved sensibly given their incentives, and the
collective outcome was catastrophic.

You might ask: “Surely someone at the top saw this coming?”

Probably. But consider the situation facing the CEO. Reorganizing
the company meant fighting the resistance of the most profitable divi-
sions. Firing successful managers for failing to warn about problems
meant admitting the culture punished honesty. The individual at the
top faced the same incentive structure, with the board playing the role
of the fearsome boss.

Nokia was not killed by stupidity. It was killed by a system that
made smart people act in collectively stupid ways.

Five Pathologies of Institutional Decision-Making

The Nokia story illustrates specific pathologies. Let us systematize
them, because they appear across organizations of all types.

Pathology 1: Incentive misalignment.

The principal-agent problem at institutional scale. Organizations
ostensibly pursue collective goals: shareholder value, mission accom-
plishment, public welfare. But individuals within them pursue personal
goals: career advancement, compensation, status, comfort. When these
align, organizations function. When they diverge, individual rationality
produces collective irrationality.

The examples are endless. Loan officers rewarded for volume rather
than credit quality approve bad loans. Researchers rewarded for publi-
cations rather than replication cut corners. Consultants rewarded for
billable hours rather than client outcomes prolong engagements. In
each case, the individual is optimizing sensibly—for the wrong target.
The system creates the behavior it measures.

You might ask: “But surely management can see the misalignment
and fix it?”

Sometimes. But management itself faces misaligned incentives. The
division head who reveals that her bonus structure encourages short-
term thinking is admitting her numbers might be inflated. The CEO
who acknowledges perverse incentives is conceding the stock price
might be built on sand. Everyone has reasons to look away.

Pathology 2: Information distortion.

As information flows up hierarchies, it gets filtered, sanitized, and
spun. Each layer removes bad news, emphasizes good news, and
frames ambiguity favorably. By the time information reaches senior
decision-makers, reality has been replaced by a collectively constructed
fantasy.

This is not malice—it is self-protection. The messenger who brings
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bad news suffers. The messenger who brings good news is rewarded.
Given these incentives, people rationally manage information to man-
age their evaluations. The aggregate effect is systematic blindness at
the top.

Pathology 3: Diffused accountability.

When everyone is responsible, no one is responsible. Committees
make decisions that no individual member would defend. Unanimous
votes produce unanimous regret.

The diffusion serves a purpose: it protects individuals from blame.
If the decision fails, everyone can point to everyone else. But this
protection destroys learning. If no one is accountable for a bad decision,
no one updates their beliefs or changes their behavior. The same
mistakes repeat indefinitely.

Pathology 4: Process theater.

Organizations develop protocols, often for excellent reasons. But
over time, protocols can become ends in themselves. The checklist
gets completed without anyone checking. The review meeting is held
without anyone reviewing. The form is submitted without anyone
reading.

You might ask: “But isn’t following the process exactly what we
should do?”

Following the process is different from the process actually work-
ing. When Enron’s board approved complex transactions, they were
following their governance process. The process had been designed to
be followed without actually governing. Compliance with process is
not the same as process effectiveness.

Pathology 5: Status quo bias with extra steps.

Organizations tend to continue doing what they have been doing.
Individuals exhibit this bias too, as we discussed in Chapter 4. But
institutions add layers of resistance that make change even harder.
Departments exist to maintain current activities. Budgets encode past
decisions as defaults. Careers depend on existing programs continuing.
Change requires coordination across groups, each with informal veto
power.

The result: organizations change only under extreme pressure, often
too late. Nokia could not reorganize until its market position was
destroyed. By then, reorganization could not save it.

These pathologies reinforce each other. Misaligned incentives cause
information distortion. Distorted information enables process theater.
Process theater diffuses accountability. Diffused accountability pre-
serves the status quo that creates the misaligned incentives. Breaking
this cycle requires attacking multiple points simultaneously—which is
why institutional reform is so difficult and so rare.



Five Principles for Decision Architecture

Having diagnosed the pathologies, let us develop principles for institu-
tional design that counteracts them.

Principle 1: Allocate decision rights intentionally.

Who decides what? This seems obvious but is often left implicit, de-
termined by historical accident or political contest rather than deliberate
design.

Let us consider a framework. Different types of decisions benefit
from different locations in the hierarchy. Strategic decisions about what
to do should be pushed up for coherence. Operational decisions about
how to do it should be pushed down for responsiveness. Diagnostic de-
cisions about what is going wrong should be protected from hierarchy
altogether, lest the hierarchy distort them.

The military captured this insight in the concept of “mission com-
mand”: commanders communicate intent and constraints, then sub-
ordinates decide how to accomplish the mission. Strategic clarity
at the top; operational flexibility at the bottom. The alternative—
micromanagement from above or strategic incoherence from below—
fails in both directions.

Principle 2: Separate information flow from evaluation.

When the person who evaluates your performance also controls what
information you share, you will manage the information to manage the
evaluation. This link must be broken.

Techniques for separation include anonymous channels for upward
information flow, separate functions for data collection and perfor-
mance review, red teams with institutional protection, and direct access
paths that bypass hierarchical filtering.

The key insight: people will tell the truth when telling the truth is
safe. Make it safe.

Principle 3: Create accountability without resulting.

This is the hardest principle. You want to hold people accountable
for decisions—but not based on outcomes alone, for the reasons we
developed in Chapter 9. How?

The answer: evaluate the decision process given what was known at
the time. This requires documentation of reasoning before outcomes are
known, evaluation criteria that focus on process quality, acceptance that
good decisions can have bad outcomes, and willingness to celebrate
well-reasoned failures.

You might ask: “But eventually outcomes matter, right?”

Of course. Over many decisions, good process produces good out-
comes in expectation. The point is to evaluate the portfolio, not each
decision individually. A fund manager who makes ten well-reasoned
bets and loses on three is not failing—she is performing exactly as

THE UNCERTAIN DECIDER 153

Bad Good

both eval info

Figure 11.3: When information and eval-
uation flow through the same channel, in-
formation is corrupted. Separating these
pathways enables honesty.
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probabilistic reasoning predicts. Punishing her for the three losses
while rewarding a colleague who got lucky on bad bets would select
for luck, not skill.

Principle 4: Design for surfacing bad news.

Good decisions require accurate information. Accurate information
includes bad news. Therefore, good decisions require systems that
surface bad news reliably.

What this requires: psychological safety for messengers, so they can
speak without fear. Rewards for early warnings, even false alarms,
to encourage vigilance. Leaders who explicitly seek disconfirming
evidence rather than waiting for it to arrive. And crucially, separation
between problem-identification and blame-assignment.

The separation in that last point is crucial. If identifying a problem
triggers a search for who is to blame, people will stop identifying
problems. “We have a quality issue in production” must not be followed
by “Whose fault is this?” It must be followed by “How do we fix it?”

Principle 5: Make the default action “decide,” not “defer.”

Many institutional processes are designed to prevent bad decisions.
This sounds good but has a cost: they also prevent good decisions.
When every approval requires twelve signatures, the default becomes
inaction.

For reversible decisions—two-way doors, in the language of Chapter
4—the better design flips this. The default is action unless someone
specifically objects. This prevents decision paralysis while still allowing
intervention when needed.

A useful heuristic: require more process for one-way doors, less for
two-way doors. The pathology of treating two-way doors like one-way
doors (analysis paralysis) is just as costly as the reverse (recklessness).
Match process intensity to decision stakes.

What Works: Three Success Stories

Let us examine institutions that have solved, or partly solved, these
problems.

Military After-Action Reviews

The U.S. Army developed the After-Action Review (AAR) process at
the National Training Center in Fort Irwin, California, during the 1980s.
It has become a model for organizational learning worldwide.

How it works: Every training exercise ends with a structured review.
Participants of all ranks speak freely about what happened. Focus is on
actions and outcomes, not personalities. Mistakes are analyzed without
blame. Lessons are documented and disseminated across the force.

Why it works: Psychological safety is structurally enforced—rank
is explicitly suspended during the review. A private can critique a



colonel’s decision without fear of retaliation. Feedback is immediate,
within hours of the event. Documentation creates institutional memory
that survives personnel turnover. The explicit goal is learning, not
evaluation.

You might ask: “Does suspending rank really work? Can a private
actually criticize a colonel?”

The cultural change was not instantaneous. It required sustained
leadership commitment over years. But the Army decided that learning
from training mattered more than preserving status hierarchies during
reviews. Once that norm took hold, it became self-reinforcing: units
that conducted honest AARs performed better, which created pressure
for other units to follow.

The AAR demonstrates that organizations can build structures that
counteract natural human tendencies—in this case, the tendency to
defer to authority and protect ego.

Aviation Safety Reporting

We touched on aviation’s safety culture in Chapter 10. Let us exam-
ine it more closely as an institutional design.

The Aviation Safety Reporting System (ASRS), created in 1976, allows
pilots to report safety incidents anonymously. The FAA agreed not to
use reports for enforcement actions except in cases of criminal activity or
accidents. This single structural change—protection from punishment—
transformed information flow.

Before ASRS, pilots hid errors because reporting meant career risk.
After ASRS, reports flooded in. Tens of thousands per year revealed
patterns no single airline could see: confusing approach procedures,
error-prone cockpit configurations, dangerous combinations of factors.
The aggregate data enabled systemic improvements impossible through
local learning alone.

The lesson: when you remove punishment for honesty, people be-
come honest. This sounds obvious, but organizations routinely punish
honesty while claiming to value it. Aviation designed a structure where
the claimed value and the actual incentive aligned.

Venture Capital Investment Committees

Good venture capital firms face severe information problems. Part-
ners have incentives to promote their own deals—the investments they
have sourced and championed. Confirmation bias runs rampant. Yet
the best firms have developed structures that counteract these tenden-
cies.

Common mechanisms include mandatory devil’s advocacy, where
someone is assigned to argue against every deal; staged commitment,
where initial investments are small and additional capital requires re-
approval as information arrives; post-mortem discipline, where failed
investments are analyzed without blame to extract learning; and port-
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folio evaluation, where partners are assessed on their entire portfolio
rather than individual investments.

These mechanisms institutionalize the habits of good individual
decision-making: seeking disconfirming evidence, creating optional-
ity, separating process from outcome. The firm makes these habits
structural so they happen even when individuals are tired, biased, or
politically motivated.

You might ask: “Why don’t all organizations adopt these methods?”

Several reasons. They are uncomfortable—admitting uncertainty
and inviting criticism does not feel good. They take time—proper
process is slower than just deciding. They require cultural buy-in—
a devil’s advocate who fears retaliation will not actually advocate.
And they threaten existing power structures—transparency benefits the
organization but may not benefit incumbents who prefer opacity.

The organizations that successfully adopt these methods often learned
through painful failure first. Success breeds complacency; failure moti-
vates reform.

High-Reliability Organizations: A Historical Aside

By the 1980s, organizational researchers noticed something puzzling.
Some industries operated complex, tightly coupled systems where
small errors could cascade into catastrophic failures: nuclear power
plants, aircraft carriers, air traffic control. Yet these industries had
remarkably few catastrophic failures. Why?

This contradicted prevailing theory. Charles Perrow’s Normal Acci-
dents, published in 1984, had argued that in complex, tightly coupled
systems, accidents are inevitable. The systems are too complicated
for humans to manage safely over the long run. Given enough time,
catastrophic failures must occur.

So why were nuclear plants not melting down constantly? Why
were aircraft carriers not having collisions weekly? Why was air traffic
control not producing daily disasters?

A research team at UC Berkeley—Karlene Roberts, Todd LaPorte,
and Gene Rochlin—studied these outlier organizations through the late
1980s and 1990s.> They identified common characteristics that distin-
guished what they called “High-Reliability Organizations” (HROs):

Preoccupation with failure. HROs expected things to go wrong and
actively looked for warning signs. They treated near-misses as failures
to be analyzed, not successes to be celebrated. The absence of accidents
was never taken as evidence that the system was safe—it might mean
problems were being hidden.

Reluctance to simplify. HROs resisted the urge to reduce complex
situations to simple models. When something did not fit the standard

> Key publications include Todd LaPorte
and Paula Consolini, “Working in Prac-
tice but Not in Theory: Theoretical Chal-
lenges of High-Reliability Organizations,”
Journal of Public Administration Research
and Theory, 1991; and Karlene Roberts,
“Some Characteristics of One Type of
High Reliability Organization,” Organi-
zation Science, 1990.



explanation, they paid attention rather than dismissing it as noise.
Anomalies were signals, not nuisances.

Sensitivity to operations. Senior leaders stayed close to frontline opera-
tions rather than relying on reports and metrics. They walked the floor.
They talked to operators. They maintained direct contact with reality
rather than living in a world of sanitized briefings.

Commitment to resilience. HROs planned for failure, not just success.
When things went wrong—and they would go wrong—the organization
had practiced responses. Recovery was a skill to be developed, not an
improvisation to be hoped for.

Deference to expertise. During crises, decision-making authority
shifted to whoever had the most relevant expertise, regardless of rank.
The hierarchy flattened when it needed to flatten. A junior opera-
tor who understood the immediate situation could override a senior
manager who did not.

You might ask: “Why don't all organizations become high-reliability?”

Because high reliability is expensive. HROs invest heavily in training,
redundancy, and slack capacity. They move more slowly than orga-
nizations optimizing purely for efficiency. They tolerate false alarms.
They employ people whose job is to find problems—people who do
not directly contribute to output.

In competitive markets, this creates pressure to cut “unnecessary”
safety measures. The organizations that maintain HRO characteristics
are typically regulated (nuclear power), publicly scrutinized (aviation),
or operate where single failures are catastrophic and visible (aircraft
carriers). Organizations where failures are less visible, less dramatic, or
more easily blamed on individuals rarely develop HRO cultures.

They fail in slow motion rather than all at once—and slow failure is
often good enough to avoid reform.

A Worked Example: Redesigning a Dysfunctional Team

Let us apply these principles to a concrete situation. You have been
brought in to fix a product development team that consistently misses
deadlines, ships buggy products, and loses good people. Initial con-
versations reveal a familiar pattern. Engineers complain that product
managers keep changing requirements. Product managers complain
that engineers will not commit to timelines. Leadership complains that
no one takes ownership. Everyone blames everyone else.

You observe several meetings. The pattern becomes clearer. Decision
rights are undefined—anyone can weigh in on anything. Escalation
is the default—even minor decisions go to the VP. Information flows
through political channels, not official ones. Post-launch reviews focus
on assigning blame, not extracting learning.

THE UNCERTAIN DECIDER

157



158 CLAUDE OPUS 4.5

Let us redesign this system.
Step 1: Map the decision types.
Before redesigning, understand what decisions are being made and

by whom:

Decision Current State Problem Better Location

Feature scope  Negotiated  in  Endless debate Product manager
meetings

Technical ap- VP approval re- Bottleneck Engineering lead

proach quired

Timeline esti- Dictated by lead- Unrealistic Engineering team

mates ership

Bug severity Disputed  each No criteria Documented
time rubric

Ship decision VP approval Fear of ownership  Team with criteria

Step 2: Define decision rights explicitly.

Create a clear matrix. The product manager owns “what to build”—
scope, priorities, requirements. The engineering lead owns “how to
build”—architecture, technical approach, realistic timelines. The team
together owns “whether to ship”—quality gates and go/no-go decisions
based on documented criteria. The VP reviews but does not override
except in exceptional circumstances.

The key change: decisions have owners. When the product manager
and engineering lead disagree, there is a defined process—not endless
negotiation or escalation to the VP.

Step 3: Change the information flow.

Create a single source of truth for requirements—no more “I thought
we agreed.” Implement daily standups where problems surface early.
Establish an anonymous channel for concerns that people fear raising.
Separate bug tracking from blame assignment.

Step 4: Redesign accountability.

The old system punished people for problems. This created hiding,
not solving.

The new system works differently. It rewards early identification
of risks. It conducts post-mortems focused on process, not people. It
analyzes timeline misses for systemic causes rather than individual
blame. It tracks “problems surfaced early” as a positive metric.

Step 5: Create explicit escalation criteria.

Instead of “escalate when uncertain” (which means everything esca-
lates), define specific triggers. Escalate when a decision affects other
teams. Escalate when cost exceeds a defined threshold. Escalate when
the team is deadlocked after one structured discussion. Otherwise,
decide and document.

After three months, the results are visible. Decisions happen faster



because owners are clear. Timeline accuracy improves because engi-
neers own estimates. Morale improves because people feel empowered
rather than blamed. The VP has more time and better information.

You might ask: “This seems obvious. Why wasn’t it done before?”

Because the dysfunction served purposes that were not obvious.
Unclear decision rights let everyone avoid accountability. Constant
escalation gave the VP control, which felt like engagement. Blame-
focused reviews let people feel virtuous when projects failed.

Changing the system required making these hidden functions ex-
plicit and addressing them directly. That is uncomfortable work that
most organizations avoid until forced by crisis.

Accountability Without Resulting: A Philosophical Reflection

The deepest challenge in institutional decision-making is evaluation.
How do you hold people accountable for decisions when outcomes
depend heavily on factors beyond their control?

The standard approach is to judge by outcomes. The project suc-
ceeded? Good decision. The project failed? Bad decision. Promote the
winners; counsel out the losers.

This is “resulting,” the error we explored in Chapter 9. At the
organizational level, it is even more pernicious than for individuals.
When organizations result, several dysfunctions emerge. Risk-taking
is punished because bad outcomes are blamed while good outcomes
are merely “expected.” Information is hidden because admitting uncer-
tainty invites blame if things go wrong. Innovation stagnates because
the new is risky while the familiar is safe. Talent leaves because good
decision-makers tire of being blamed for bad luck.

The alternative is evaluating decisions by process given what was
known at the time. Did the decision-maker gather appropriate informa-
tion? Consider relevant alternatives? Reason clearly about uncertainty?
Document their reasoning? Update appropriately as new information
arrived?

If yes, the decision was good—regardless of outcome. If no, the
decision was bad—even if it happened to work out.

You might ask: “This sounds nice in theory, but in practice people
need to be held accountable for results.”

Yes and no. Over a portfolio of decisions, good process produces
good outcomes in expectation. The point is to evaluate the portfolio,
not each decision in isolation. A surgeon who makes ten excellent
decisions and has two bad outcomes is not a bad surgeon—she is a
surgeon operating in a world of uncertainty. Punishing her for the two
while ignoring the excellence of her reasoning would drive out exactly
the people you want to keep.
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Why is this so hard to implement?

First, it requires documentation. You can only evaluate the deci-
sion process if it was recorded before the outcome was known. Most
organizations do not have this discipline.

Second, it requires judgment. Evaluating process quality is harder
than measuring outcomes. Reasonable people can disagree. Outcomes
are clear; process quality is debatable.

Third, it feels unsatisfying. When a project fails spectacularly, “but
the decision process was sound” is cold comfort. The human desire to
assign blame is powerful.

Fourth, it can be gamed. People learn to document elaborate pro-
cesses while actually deciding based on gut or politics. The documen-
tation becomes theater.

The organizations that successfully implement process-based evalu-
ation share characteristics: leaders who model admitting uncertainty,
long time horizons that allow statistical learning, cultures where rea-
soning is valued, and enough decision volume to see patterns.

An organization that evaluates purely by outcomes is optimizing
for luck. An organization that evaluates by process is optimizing for
decision quality. Over time, the latter will outperform—but only if
“over time” is long enough, and only if the organization survives the
short-term pressure to result.

You Might Ask

Let us address several questions that arise naturally from this material.

“Our organization has documented protocols and governance procedures.
Isn’t that enough?”

Having protocols and having protocols that work are different things.
Many organizations have impressive governance documents that have
no effect on actual decisions.

The test: When was the last time your protocol caused a decision
to change? If protocols only ratify decisions already made through
informal channels, they are theater. If they actively shape what gets
decided, they are functioning.

“We cannot afford all this process. We need to move fast. Isn’t bureaucracy
the enemy of good decisions?”

Unnecessary bureaucracy is the enemy. Appropriate process is a
friend.

The key is matching process intensity to decision type. Two-way
doors get minimal process and bias toward action. One-way doors
get more deliberation. Routine decisions are delegated to those closest
to the information. Strategic decisions aggregate perspectives at the
appropriate level.



Speed without accuracy destroys value. Accuracy without speed
destroys value too. The question is which decisions merit which
approach—mnot whether to have process.

“In my organization, the incentives are set by people above me. I cannot
change them.”

You can change your own behavior. If you are a manager, you can
reward people who bring you bad news. You can create psychological
safety in your team. You can document your decision reasoning even if
no one else does. You can model admitting uncertainty.

Organizational culture changes one team at a time. Your sphere of
influence may be limited, but it is not zero.

“What if my organization punishes dissent? Should I still speak up?”

This is a personal risk calculation. Speaking up in a hostile environ-
ment is personally costly. Whether the expected benefit—possible orga-
nizational improvement—exceeds the expected cost—career damage—
depends on your situation, your alternatives, and your values.

But recognize what you are doing if you stay silent: you are choosing
personal safety over organizational effectiveness. That may be the right
choice for you. Just do not pretend you “had no choice.”

From Institution to Integration

We have traveled far. We began this book with a single decider fac-
ing a single choice—how to structure the problem, when to gather
information, how irreversibility changes everything. We expanded to
groups and calibration, to time pressure and competitive dynamics. We
examined how to learn from outcomes, and now how institutions can
learn or fail to.

But something remains missing: integration.

A decision-maker who knows all these techniques but does not know
when to apply each is like a carpenter with every tool but no sense of
what they are building. The techniques serve purposes. What purposes?
What does it mean to be good at deciding under uncertainty—not
occasionally, not in one domain, but as a way of being in the world?

Our poker player from Chapter 1 has played millions of hands now.
She has won and lost fortunes. She has seen every technique work and
fail. What has she learned that goes beyond technique?

The final chapter is not about new tools. It is about integration—
weaving everything together into a philosophy of acting when you do
not know enough. A way of being an uncertain decider.
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12
The Uncertain Decider

Return to the Bellagio

The Bellagio poker room at 2:00 AM has a particular quality of light—
the chandeliers dimmed now, the daytime tourists long since departed,
leaving only the serious players hunched over their chips in pools of
green felt. Maria Chen takes her seat at the $25,000 buy-in tournament
and arranges her chips into neat towers. She is forty-two years old. Her
hair is shorter than it was a decade ago, shot through with gray she no
longer bothers to hide. The young players at the table recognize her
name from the record books.

Ten years have passed since the night we first met her, facing David-
son’s all-in bet with pocket queens and a king on the board. In the
years since, she has played millions of hands. She has won three World
Series bracelets, lost two fortunes, rebuilt both. She has coached cham-
pions and studied with statisticians. Her book on tournament poker
has become the standard text at poker training academies. She has ap-
peared on television, consulted for hedge funds, and spoken at business
schools about decision-making under uncertainty.

But what she knows now is not what she knew then.

Ten years ago, she understood expected value, pot odds, range
analysis. She could calculate faster than almost anyone at the table.
What she did not understand was what to do with what she did not
know. She fought uncertainty as an enemy to be conquered. She sought
certainty in mathematics and felt destabilized when the math left gaps.
She identified with her outcomes—a losing session meant she was
losing, a bad beat meant something had gone wrong.

Tonight, a young player across the table is doing exactly what she
used to do. He calculates furiously between hands, muttering proba-
bilities under his breath. When he loses a pot, his jaw tightens and his
next three bets are too aggressive. He is fighting the uncertainty. Maria
watches him with something between sympathy and recognition.

The calculations matter. But they are not the thing.

Now: Age 42

|

: Millions of hands,
10 years! three bracelets, two

1| fortunes lost and

: rebuilt

|
Ch. 1: Age 32

Figure 12.1: The same player, the same
room, a decade of practice between.
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What is the thing? That is what ten years taught her. That is what
this chapter—and this book—have been building toward.

A Hand She Plays Now

The tournament is four hours old. Maria has built her stack steadily,
avoiding major confrontations, reading the table dynamics. She holds
180,000 chips, above average. Now she faces a decision that will demon-
strate everything she has learned.

The blinds are 1,000/2,000 with a 300 ante. Maria sits in the cutoff
position with Jack-Ten suited in hearts. A solid but not spectacular
hand.

The tight player in early position—she has been tracking him for two
hours, noting his 8% preflop raising frequency—makes it 5,500 to go.
He has been showing only premium hands when called. Two players
fold. The action is on Maria.

She calls. Not because Jack-Ten suited is strong enough to call a
tight player’s raise—in isolation, it might be a fold. She calls because of
position, implied odds, and the specific dynamics of this table at this
moment. The decision already incorporates multiple frameworks from
this book, though none of them consciously.

The flop comes Q< 9é 4#. Rainbow—no flush draws. The early
raiser bets 7,000 into the 14,000 pot. A continuation bet, standard from
his position.

Maria calls. She has an open-ended straight draw—any King or Eight
gives her the nuts. The pot odds are reasonable. More importantly, her The Board

position lets her see how he responds to different turn cards.

QO | |9 | |48 | [Ké

The turn brings the K#, completing her straight. Queen-Jack-Ten-

Nine-Eight, the best possible hand. The early raiser checks.

- . Maria: JO TO
The decision point. aria: J
Ten years ago, Maria would have bet immediately. She has the nuts— Straight: K-Q-J-T-9
the best possible hand. Bet big, get value. The mathematics of bet Figure 12.2: Maria holds the nuts on the

turn. The question is not whether to

. continue, but how to extract maximum
Now she pauses. The mathematics have not changed, but her frame- value.

sizing would have occupied her entirely.

work has expanded.

Let us watch her think.

What am I actually deciding? Not “how much should I bet”—that is
too narrow. The real question is: “What story am I telling about my
hand, and what story do I want my opponent to believe?” This is the
structuring insight from Chapter 2. The frame determines what options
you can see.

What does he think I have? She called preflop and on the flop. From
his perspective, her range includes medium pairs, suited connectors,
perhaps a queen with a weak kicker. The King helped her—he might



suspect that. But he might also think she is still on a draw. His check
reveals uncertainty. He is not confident enough to bet, but not ready to
give up.

What information flows both ways? From Chapter 3, we learned that in-
formation gathering is not passive. If Maria bets, she sends information:
“I have something worth betting.” If she checks, she sends different
information: “I am not confident” or “I am trapping.” Against a so-
phisticated opponent, the information she provides matters as much as
the information she gathers.

How reversible is each action? A bet is a two-way door if he folds—she
wins a medium pot and the hand is over. A bet is a one-way door if he
raises all-in—she must commit her tournament life. A check preserves
options: she can bet the river, or induce a bluff, or call a bet. The
optionality has value, as we discussed in Chapter 4.

What is my confidence in this read? She has played with this opponent
for four hours. He has been straightforward—betting when strong,
checking when weak. Her confidence in this pattern is high, perhaps
85%. But 85% is not 100%. She could be wrong. Her calibration work
from Chapter 6 tells her that when she feels 85% confident, she is right
about 80-85% of the time. The read is reliable but not certain.

What does he think I think he has? This is the strategic recursion from
Chapter 8. She is modeling him modeling her. He raised preflop with
a premium range. He bet the flop—probably Ace-King, Kings, Queens,
maybe Ace-Queen. The King on the turn helped hands like Ace-King
enormously. He might have two pair now, or trips. His check says: “I
am not sure I am ahead.” But he is also sophisticated enough to trap.
Is his check weakness or deception?

Maria synthesizes these considerations in perhaps three seconds.
The frameworks are not sequential steps; they are lenses she perceives
through simultaneously. This is integration—not thinking about eleven
chapters, but seeing through them.

She checks behind.

Not because she is slow-playing—the young player’s instinct, me-
chanical strategy learned from books. She checks because she is con-
structing a narrative. Her check tells the opponent: “I am still drawing”
or “I have a medium hand.” It invites him to bluff the river if he has
missed. It may induce a value bet from a hand like Ace-King that
would have folded to her turn bet.

The river brings a brick—the 30. The opponent thinks for thirty
seconds, then bets 22,000 into the 28,000 pot.

Maria raises to 65,000.

The opponent tanks for three minutes. He reruns the hand in his
mind, trying to construct a story where Maria has a bluff here. He
cannot find one that makes sense. Finally, he calls with Ace-King—top
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pair, top kicker. A hand he would never have put more money in if she
had bet the turn.

Maria’s check on the turn induced him to bloat the pot. The narrative
she constructed—"I am still drawing, I check because I missed”—led
him to bet for value on the river, then call her raise because he had
already committed significant chips.

The pot is 158,000. Maria stacks her chips with the same neutral
expression she would have worn if she had lost.

Integration: How the Pieces Fit

Let us make explicit what Maria did implicitly. The book’s framework
is not a checklist—it is a way of perceiving.

The decision frame from Chapter 1—alternatives, information, val-
ues, uncertainty—shapes everything. Maria did not ask “What should I
do?” She asked “What am I actually deciding?” The reframe from bet-
sizing to narrative-construction opened options invisible in the narrow
frame.

Structure from Chapter 2 determines what is visible. By expanding
the decision from “this street” to “this street and the next,” Maria saw
the check-raise line that a single-street analysis would miss.

Information from Chapter 3 flows both ways. Maria gathered infor-
mation from her opponent’s check. She also sent information with her
check. The expected value of information framework extends to the
expected value of information you provide—and sometimes strategic
silence is worth more than diagnostic probing.

Reversibility from Chapter 4 set the stakes. Her check was a two-way
door: she could still bet the river. A big turn bet would have closed
options. Preserving optionality had measurable value here.

Group dynamics from Chapter 5 appear even in heads-up play.
Maria’s table image, built over four hours of observing and being
observed, shaped what her opponent believed about her range. The
“group” includes everyone watching, everyone who will play against
her tomorrow, everyone whose mental model of Maria affects how they
respond to her actions.

Calibration from Chapter 6 drove her confidence assessment. Her
85% read was not a guess—it was calibrated from thousands of similar
situations. She knows what her reads mean because she has tracked her
accuracy. When Maria feels 85% confident, she is right about 80-85% of
the time. This is not circular; it is the fruit of deliberate practice.

Time pressure from Chapter 7 shaped the rhythm. She had time on
this decision—tournament poker permits some deliberation. But using
time wisely is itself information. Her measured pace communicated
comfort, not anxiety. A quick check might have seemed weak; a long

Structure

Frame Info
Learning Reversibility
Process ¢ Calibration
trategy

Figure 12.3: Integration is not sequen-
tial application of frameworks. It is si-
multaneous perception through multiple
lenses.



tank might have seemed like a trap. The tempo was part of the message.

Strategic uncertainty from Chapter 8 is the game itself. Poker is pure
strategic uncertainty—the opponent is predicting Maria predicting him.
Her check exploited his prediction of what her check meant. She was
not just playing her cards; she was playing his model of her.

Process from Chapter 9 separated the decision from the outcome. If
the opponent had happened to hold a set—if he had flopped Queens
and trapped her—Maria would have lost. Her decision would still have
been correct. She played the process, not the result.

Learning from Chapter 10 created the instincts that made this think-
ing possible. Maria’s integrated perception did not come from reading
about decision-making. It came from ten years of deliberate practice:
reviewing hands at 2 AM, tracking predictions in notebooks, studying
with coaches who could see what she could not.

Institutional design from Chapter 11 matters even for individuals.
Maria has built personal systems: hand-tracking software, a regular
study group, a coach who reviews her play monthly. She has institu-
tionalized her own learning, creating structures that catch errors even
when her judgment lapses.

You might ask: “Did Maria really think through all of this in three
seconds?”

Not consciously. The frameworks are internalized. She perceives
through them the way a fluent speaker perceives through grammar—
not thinking about subject-verb agreement, but constructing sentences
that follow the rules automatically. The explicit analysis we just per-
formed is reconstruction; her actual experience was something like
“check feels right here, and here is why.”

This is integration. Each concept from Chapters 1-11 appears in her
thinking, not as separate steps but as a unified way of seeing. The
expert decider does not think about eleven separate frameworks. She
perceives through a single integrated lens.

The Psychology of Living with Uncertainty

Maria folds her next hand—Six-Two offsuit, an easy decision—and
watches the young player across the table. He has just lost a big pot
and is visibly upset. His jaw is tight. His chip-handling is aggressive.
His next three raises are 50% larger than his previous ones.

He is on tilt. Maria knows the feeling. She spent years fighting it.

The emotional paradox of decision-making under uncertainty is this:
to decide well, you must accept uncertainty. But human psychology
rebels. We want to know. We want to be right. We want the validation
of outcomes matching expectations. When they do not, something feels
broken.
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Figure 12.4: Young Maria’s identity was
threatened by every loss. Older Maria
treats outcomes as data, not verdicts.
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Maria learned to separate two things that feel inseparable: confidence
in her process and humility about outcomes.

She is confident she played the Jack-Ten hand correctly. She would
make the same decisions a thousand times. But she has no attachment
to whether this specific instance worked. The outcome was partly skill,
partly variance. The process was entirely hers.

Young Maria identified as someone who made good calls. If the
call was wrong, she felt wrong. Her identity was threatened by every
mistake, every bad beat, every variance-driven loss.

Older Maria identifies as someone who makes thoughtful decisions.
The outcome does not define her. She can lose and still respect her play.
She can win and still critique her process. The evaluation criterion has
shifted from “did I succeed?” to “did I think well?”

You might ask: “Is this not just self-deception? A way to avoid
accountability for results?”

No. It is accurate epistemology. In a single hand, outcome is domi-
nated by chance. Over thousands of hands, process dominates. Maria’s
evaluation criterion reflects the statistical structure of her domain. A
single outcome tells you almost nothing about decision quality; the
pattern across many outcomes tells you everything. She has chosen to
evaluate at the level where evaluation makes sense.

This is not about feeling good regardless of results. Maria tracks her
results obsessively. Her Sunday hand-review ritual has continued for
eight years. She knows her win rates in different situations, her success
against different opponent types, her performance at different stack
depths. The data disciplines her process evaluation. If her “A+ process”
decisions were consistently losing money, something would be wrong
with her process evaluation.

But the data also confirms: good process produces good outcomes
over the long run. Her confidence in process is earned, not assumed.

What does confidence without overconfidence look like in practice?

It looks like Maria’s decision to check the turn. She was confident
enough in her read to risk giving a free card. But not so confident
that she ignored the possibility of being wrong. The check preserved
optionality precisely because she knew her read might be incorrect. She
acted on her judgment while hedging against her own fallibility.

Contrast with the young player. When he has a read, he is all-in on
it. No hedging, no uncertainty. This feels like confidence. It is actually
overconfidence—and over thousands of hands, it costs him dearly. The
universe does not care how confident you feel; it delivers outcomes
according to probabilities. Feeling certain about an 80% read does not
make it 100%.

The practice of developing this psychology is not mystical. It involves
concrete actions:



Track your decisions and outcomes separately. Keep a journal with
distinct columns for “decision quality” and “outcome quality.” Review
the patterns. Notice when good decisions produce bad outcomes and
vice versa. Train yourself to see the difference.

Celebrate process. When a good decision leads to a bad outcome,
notice it, name it, and refuse to feel bad. “That was correct and it did
not work out. That is what correct-but-unlucky looks like.” This is
deliberate practice for emotional calibration.

Study variance. Understand statistically how much your results
should fluctuate. When you run bad, ask: is this within normal vari-
ance? If yes, there is nothing to fix. If no, investigate. The distinction
matters enormously.

Question success as well as failure. “I won that pot—was the process
sound?” is as important as questioning losses. The lucky win with bad
process is more dangerous than the unlucky loss with good process.
The former teaches you to repeat mistakes.

You might ask: “Doesn’t accepting uncertainty make you passive? If
you cannot control outcomes, why try hard?”

The opposite. Accepting that you cannot control outcomes frees
you to focus entirely on what you can control: your process. Maria
works harder than the young player, not less. But her effort goes
into preparation, analysis, and learning rather than into anxiety, ego
protection, and outcome-fixation. She is not relaxed because she does
not care. She is relaxed because she has distinguished what she can
control from what she cannot.

The ancient Stoics had a phrase for this: the dichotomy of control.
Epictetus taught that some things are within our power—our judgments,
our impulses, our desires—and some things are not. Wisdom consists
in focusing on the former and accepting the latter.

Maria has arrived at the same insight through poker. The cards are
not within her power. The other players’” hands are not within her
power. The way the deck runs is not within her power. Her decisions
are within her power. Her process is within her power. Her learning is
within her power.

She focuses there.

Decision-Making as Ongoing Practice

Maria has a ritual. Every Sunday morning, she reviews her week’s
hands. Not looking for mistakes—looking for patterns. Situations
where her instincts might be miscalibrated. Spots where her frame-
work might have a gap. Opponents whose strategies have evolved.
Adjustments the game requires.

She has been doing this for eight years. She will do it until she stops
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playing.

This is what it means to treat decision-making as a practice, in the
same sense that law and medicine are practices. The word “practice”
is illuminating: it implies ongoing activity, continuous improvement,
never arriving at a final mastery. Doctors speak of “the practice of
medicine” not because they have not learned medicine, but because
learning never ends. The best doctors are still learning. The worst think
they have arrived.

Decision-making has the same structure. You never finish learning.
Expertise comes through deliberate practice, not just experience. Every
case is different, but patterns exist. Mistakes are inevitable; learning
from them is not.

Over her career, Maria has developed skills at three levels:

Technical: Pot odds, range analysis, position play. These are teachable,
transferable, and fairly quick to learn. Most serious players have them.
They form the foundation but do not separate good players from great
ones.

Tactical: Reading opponents, constructing narratives, adjusting to
table dynamics. These take years to develop and involve pattern recog-
nition that is hard to articulate. Maria can often tell when an opponent
is bluffing, but explaining how she knows is difficult. The knowledge
is in her perception, not her verbal reasoning.

Strategic: Knowing when to apply which technique. When to ignore
the math and trust a read. When to override intuition and trust the
math. When to play straightforward and when to get creative. When
to attack and when to wait. This is wisdom, and it comes only from
reflective experience.

The mastery paradox: the more you know, the more you know you
do not know. Young Maria thought she was close to mastering poker.
Experienced Maria knows she is still learning—and will be for as long
as she plays. This is not false modesty. It is accurate self-assessment.
The more expert you become, the more you perceive the nuances you
have not mastered.

What does deliberate practice look like for decisions?

Review: After significant decisions, analyze the process. What infor-
mation did you have? What did you consider? What did you miss?
This is the after-action review from Chapter 10, turned into habit.

Study: Read about decision-making in other domains. Maria reads
military strategy, business biographies, medical diagnostic literature.
Patterns transfer. The military’s OODA loop illuminates poker tempo.
Medical differential diagnosis illuminates range construction. Business
case studies illuminate strategic positioning.

Coaching: Find people who can see what you cannot. Maria’s coach
has a gift for spotting leaks in her reasoning. He asks questions she

Strategic decad
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Figure 12.5: Three levels of decision-
making skill. Technical skills are quickest
to learn; strategic wisdom takes longest.



would not think to ask herself. “Why did you size that bet so large?”
“What were you trying to accomplish with that check-raise?” The
external perspective catches blind spots.

Difficulty seeking: Practice on hard problems. Maria enters tourna-
ments above her comfort level specifically to face situations that stretch
her. Easy decisions do not build skill. The growth zone is where you
encounter challenges just beyond your current ability.

You might ask: “I don’t have time for Sunday review sessions. Can't
good decision-making be faster than this?”

The review is an investment, not a cost. Maria’s Sunday sessions save
her hours of real-time calculation because patterns are pre-processed.
Her intuitions are reliable because they have been trained by explicit
analysis. The expert who has internalized good frameworks thinks
faster than the novice who must calculate everything from scratch.

You are already spending time on decisions. The question is whether
you are spending a little extra time getting better at them. An hour per
week of deliberate review, compounded over years, transforms decision
quality.

Profiles of Master Deciders

Maria is fictional, but master deciders are not. Let us examine how some
of history’s most effective decision-makers embodied the principles we
have developed.

Warren Buffett: The Patient Calibrator

Buffett’s genius is not prediction—it is calibration. He knows what
he does not know. His “circle of competence” is an explicit boundary:
inside it, he acts decisively; outside it, he refuses to act at all. Many
investors try to expand their competence to cover more opportunities.
Buffett contracts his actions to match his actual competence.

Consider his approach to the 2008 financial crisis. While others
panicked, Buffett invested heavily in Goldman Sachs and Bank of
America. Was this confidence in his prediction that the financial system
would survive? Partly. But his own explanation was more nuanced:
“Be fearful when others are greedy, and greedy when others are fearful.”
He was not predicting recovery. He was noting that panic prices
systematically undervalue assets, and that the expected value of buying
during panic is positive even if individual outcomes are uncertain.

Buffett also embodies process over outcome. He evaluates invest-
ments by their logic at the time, not by how they turned out. He
has publicly described decisions he is proud of that lost money and
decisions he regrets that made money." This is the Chapter g insight
institutionalized in an investment philosophy.

John Boyd: The OODA Loop as Life Philosophy
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* Buffett’s 2016 annual letter discusses
his “Dexter Shoes” mistake—a profitable-
seeming acquisition that destroyed
value—and several unprofitable positions
he maintains because the logic remains
sound.
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Colonel John Boyd, whom we met in Chapter 7, did not just develop
tactical doctrine. He lived strategic uncertainty. His career was marked
by battles with military bureaucracy, positions lost, promotions denied.
He never made general. His superiors found him abrasive, his ideas
threatening.

But Boyd’s framework outlasted his career. The OODA loop—
Observe, Orient, Decide, Act—became standard doctrine across mili-
tary services. His briefings on competitive strategy influenced business
thinking for decades. His students became generals, corporate execu-
tives, strategic advisors.

What made Boyd effective? Speed of adaptation. He updated faster
than his opponents—in aerial combat and in bureaucratic warfare. He
did not seek certainty; he sought tempo. “He who can handle the
quickest rate of change survives.” This is Chapter 7’s insight pushed to
its limit: when time is short, the ability to decide and learn faster than
your environment changes is more valuable than the ability to analyze
perfectly.

Boyd also exemplified commitment. When he had a position, he held
it against pressure. His willingness to be unpopular gave his judgments
credibility. He was not saying what people wanted to hear. He was
saying what he believed was true and accepting the consequences.

Atul Gawande: The Checklist as Institutional Humility

Master Deciders

Buffett:
Gawande, the surgeon and writer, made his reputation not by being Calgllarjtion
the best surgeon but by being honest about surgical limits. His book z Bovd.
The Checklist Manifesto argued that even expert performance benefits g - Terr}llp(')
from simple procedural safeguards. . C 3
awanae:
This is institutionalized humility from Chapter 11. Gawande rec- S
ystems

ognized that expertise does not prevent error—systems prevent error.
& p p y p Figure 12.6: Three different domains,

His surgical safety checklist has saved thousands of lives by catching three different styles, one common
mistakes that skilled surgeons would otherwise make. Not because thread: knowing the limits of individual
judgment.

the surgeons are bad, but because humans—all humans, including
experts—make errors under pressure.

The deeper insight: individual decision-making mastery is not
enough. You need structures that catch errors even from experts. Maria
has coaches and review sessions; Gawande has checklists. Both recog-
nize that human judgment, however refined, needs support.

The Pattern

Buffett, Boyd, and Gawande share traits that are not coincidental:
explicit self-knowledge about limits, process orientation over outcome
fixation, willingness to be uncomfortable, and systems that support
good judgment.

They are not geniuses who transcend uncertainty. They are disci-
plined practitioners who learned to work with it.



A Worked Example: The Commentary Contract

Let us leave poker and apply the full framework to a decision Maria
faces outside the casino. She has been offered a position as a television
commentator—a year-long contract to provide expert analysis during
major poker broadcasts.

The network offers $300,000 for the year, plus travel and accommo-
dation. The job requires 40-50 days of on-site work spread across the
year, plus preparation time. Maria currently makes roughly $800,000
per year from tournament poker.

Should she take it?

Step 1: Structure the decision (Chapter 2).

The naive frame: Is $300,000 worth 50 days?

Better frame: What are all the effects—financial, reputational, on her
poker career, on her personal life?

Expanded alternatives: she could accept the full contract, counter-
propose fewer days for less money, decline but express interest in future
opportunities, or accept for one year as an experiment.

The question “should I take it?” becomes “which of these options
best serves my goals, and what are my goals?”

Step 2: Assess information needs (Chapter 3).

What would change her decision? What information is worth gath-
ering? First, how will commentary affect her tournament performance?
Visibility cuts both ways: opponents will study her analysis, but she
will also study them while commentating. Second, what is the reputa-
tional value in terms of book sales, coaching clients, and future media
opportunities? Third, how negotiable are the terms?

She decides to ask the network about flexibility and to consult with
other players who have done commentary. The expected value of this
information exceeds its cost.

Step 3: Consider reversibility (Chapter 4).

One year is relatively reversible. If she hates it, she does not renew.
If it damages her play, she can recover. This is closer to a two-way door
than a one-way door—which suggests she can accept more risk.

But there is a one-way component: once she is on camera analyzing
poker, she cannot un-publicize her strategic thinking. That information
is out there permanently. Sophisticated opponents will have access to
her thought process in a way they did not before.

Step 4: Think through strategic implications (Chapter 8).

How will opponents respond? If she is analyzing hands on television,
they will adjust. But casual players—the bulk of her tournament fields—
probably will not watch, and those who watch probably will not adapt.
Professional opponents will study her, but they were already studying
her.
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Net effect: Probably slightly negative for her win rate against pro-
fessionals, roughly neutral against amateurs. Given tournament field
compositions, this might be a 2-3% edge reduction.

Step 5: Calibrate confidence (Chapter 6).

How confident is she in these estimates? The financial impact is fairly
certain—contracts have numbers. The edge reduction is speculative;
she estimates 40% confidence in the 2-3% figure.

Reference class: Other players who have done commentary. The track
record is mixed. Some seemed to decline; others improved (perhaps
from the analytical exercise of explaining their thinking). She is in the
middle: experienced enough that the analysis is not new to her, not so
dominant that small edge loss matters greatly.

Step 6: Apply process orientation (Chapter g).

Regardless of outcome, would she respect this decision? If she takes
the job and it hurts her poker career, will she think “I made a reasonable
bet that did not work out” or “I should have known better”?

Her answer: She would respect taking a calculated risk on career
expansion. She would not respect turning it down out of fear.

Step 7: Consider institutional factors (Chapter 11).

Does this affect her team? She has a backer who takes a percentage of
her tournament winnings. She should discuss with him—his interests
matter.

Her coach might also have a view. The commentary could provide
material for their sessions.

The calculation:

Direct financial impact: $300,000 income minus approximately $50,000
in lost tournament value (50 days x $1,000/day opportunity cost) =
+$250,000.

Indirect financial impact: Reputational value is hard to estimate. Call
it +$50,000 in book sales and coaching interest.

Edge reduction impact: 2.5% x $800,000 X 50% confidence weight =
-$10,000 expected value.

Net: Approximately +$290,000 expected value, with significant un-
certainty.

The decision:

Maria accepts, with a counter-proposal for slightly fewer days. Her
reasoning: the expected value is positive, the decision is largely re-
versible, and even if the estimates are wrong, she will learn something
valuable.

She documents her reasoning so she can evaluate it in a year.



What It Means to Be a Good Decider

We have spent twelve chapters developing techniques, frameworks, and
practices. But the ultimate question is not technique—it is character.
What does it mean to be a good decider?

It is not about outcomes.

The good decider is not the one who always gets it right. That is
impossible under genuine uncertainty. The good decider is the one
whose process consistently deserves to produce good outcomes—even
when it does not.

This is a strange kind of excellence. It is not validated by results
in any particular instance. It is validated by long-run tendencies, by
the respect of peers who understand the domain, by your own honest
assessment of your reasoning. You can be a good decider and have
a bad year. You can be a bad decider and have a good year. The
correlation between process quality and outcome quality is real but
noisy, and the noise can dominate for long stretches.

It is not about confidence.

The good decider is not the one who feels sure. Certainty is often a
sign of poor calibration. The good decider has appropriate confidence—
high when warranted, low when warranted, always in proportion to
the evidence.

This means being comfortable with “I don’t know.” Not as an excuse
to avoid deciding—decisions must still be made—but as an accurate
description of the epistemic state. “I don’t know, but I've thought it
through, and here’s my best judgment” is stronger than false certainty.
The admission of uncertainty is not weakness; it is honesty.

It is not about speed.

Quick decisions are not inherently better or worse than slow ones.
The good decider matches tempo to stakes. Two-way doors: act fast,
learn from feedback. One-way doors: take time, gather information.
Emergencies: fall back on trained responses. The skill is knowing which
mode fits the situation.

It is about integrity.

The good decider is the same person before and after the outcome is
revealed. They own their reasoning, defend their process, and refuse to
pretend they knew things they did not know. When they are wrong,
they update. When they are right by luck, they acknowledge it.

This integrity is hard. Human psychology pushes toward hind-
sight bias, toward claiming we knew all along, toward outcome-based
self-evaluation. Resisting these pushes requires discipline and hon-
est self-reflection. The decision journal, the prediction tracking, the
Sunday hand review—these are commitment devices against our own

psychology.
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It is about relationship.

The good decider is in relationship with uncertainty—not trying to
eliminate it, not pretending it does not exist, but working with it as a
permanent feature of reality. This relationship involves four qualities.

Respect: Uncertainty is not an enemy. It is the condition that makes
choice meaningful. Without uncertainty, there would be no decisions—
only calculations.

Humility: You do not know enough. You never will. That is not
failure—it is the human condition. Wisdom begins with accepting this.

Courage: Acting despite not knowing. Committing to decisions that
might be wrong. Accepting that good process sometimes leads to bad
outcomes.

Equanimity: Accepting outcomes without excessive elation or despair.
Learning from them. Moving on.

Socrates claimed his wisdom consisted in knowing that he knew
nothing. The good decider has a similar stance: knowing the limits of
their knowledge, and making the best choices possible within those
limits.

But unlike Socratic irony, this is not a riddle. It is a practical disposi-
tion. You can cultivate it. You can get better at it. And the cultivation is
lifelong.

You Might Ask

Let us address several objections that arise naturally from this material.

“This all sounds exhausting. Do I really need to think this hard about every
decision?”

No. The goal is to build frameworks so strong that most decisions
do not require explicit thought. Maria does not work through eleven
chapters for every hand. She perceives through an integrated lens that
makes the right action obvious.

The explicit analysis is for learning and for unusual situations. Once
internalized, it becomes automatic. You are not consciously thinking
about grammar when you speak fluently—but you learned the grammar
explicitly first.

Reserve deep analysis for one-way doors and high-stakes situations.
For two-way doors, act quickly and learn from feedback.

“Isn’t this all post-hoc rationalization? Maria made an intuitive decision
and then constructed a framework to explain it.”

Sometimes, yes. Expert intuition often arrives whole, and explana-
tion comes after. But this does not make the framework useless—it
makes it a language for communicating intuition, for checking intuition,
and for training new experts.

Maria’s intuition is reliable because it was trained by explicit analysis.

The Uncertain Decider
Respect

Humility  Uncertainty =~ Courage

Equanimity

Figure 12.7: Four stances toward uncer-
tainty. The good decider holds all four
simultaneously.



The framework came first, over thousands of hands. Now she can trust
her gut because her gut has learned the framework.

The danger is untrained intuition—gut feelings that have not been
calibrated. Maria trusts her reads because she has tracked her reads. A
novice’s “strong feeling” does not have that track record.

“What about analysis paralysis? All this thinking seems like it would slow
you down.”

There is a difference between productive analysis and anxiety-driven
hesitation. Productive analysis terminates: you consider the relevant
factors, reach a conclusion, and act. Anxiety-driven hesitation cycles:
you revisit the same factors endlessly, hoping new certainty will emerge.
It never does.

The cure for analysis paralysis is not less thinking—it is better think-
ing. Clear frameworks resolve faster than confused rumination. Maria’s
check with Jack-Ten took seconds because the framework organized
her thinking efficiently.

If you are stuck, it usually means you have not properly framed
the decision (Chapter 2) or you are trying to achieve certainty where
uncertainty is irreducible. Name the uncertainty, estimate as best you
can, and act.

“You keep returning to poker. My decisions do not look like poker.”

The domain is irrelevant; the structure is general. Poker involves:
incomplete information, strategic opponents, probabilistic outcomes,
irreversible commitments, and learning from feedback. So does hiring.
So does capital allocation. So does medical diagnosis. So does military
strategy.

Maria’s poker thinking transfers because decision-making under un-
certainty has the same structure everywhere. The specifics differ—you
are not calculating pot odds in a hiring decision—but the framework
applies. Alternatives, information, values, uncertainty. Structure, re-
versibility, calibration. Process, learning, integration.

“What about decisions that do not have clear outcomes? How do you learn
when you cannot measure success?”

This is the hardest case, and it is common. Strategic decisions, long-
term investments, and personal choices often have outcomes that take
years to manifest or that can never be cleanly attributed.

The answer is partial: focus on process metrics where outcome
metrics fail. Did you gather appropriate information? Did you consider
relevant alternatives? Did your reasoning follow from your evidence?

You can also use reference classes: decisions like this one have
historically worked out this way. Your specific outcome may never be
clear, but you can ask whether your process matches what worked in
similar situations.

Some irreducible uncertainty remains. Accept it. Document your
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reasoning so you can at least evaluate consistency, even when outcomes
are unclear.

The Circle Closes

It is 4:00 AM. The tournament has thinned to the final table. Maria has
been here before—seventeen final tables in her career, three wins, eight
cashes, six times leaving empty-handed.

A hand develops. Maria picks up two queens—Q# QC. The same
hand she held a decade ago against Davidson. The same hand that
started this book.

The chip leader raises. She calls.

The flop: KO Té 7#. A King on board. Queens have become
medium-strong.

The chip leader shoves all-in.

Maria faces the same structural decision she faced ten years ago.

Queens, a scary board, everything on the line. But she is not the same
person.
She considers the opponent’s range. This is not Davidson—different

player, different tournament, different decade. But the patterns rhyme.

The shove is either monster strength or a sophisticated bluff leveraging
final-table pressure.

She assesses her confidence: 60% that she is ahead, based on four
hours of observation. Not overwhelming, but positive.

She thinks about tournament equity, about reversibility, about what
she can learn from acting versus folding. She considers what she would
tell a student facing this spot.

And then she does something she could not have done ten years ago:

she makes peace with not knowing.

She will never know if her read is right. She can only know that her
process is sound. If she calls and loses, she will have made a reasonable
decision that did not work out. If she folds and he shows a bluff, she
will have made a reasonable decision that missed an opportunity.

Either outcome tells her something. Neither outcome defines her.

“Call,” she says.

He shows A{ K&. Top pair, top kicker. She is behind.

The turn is a Three. The river is a Queen.

She wins the pot. The table erupts.

Maria stacks her chips with the same neutral expression she would
have worn if she had lost. The outcome was luck. The decision was
hers.

Maria’s journey from young player to master is not a journey from
uncertainty to certainty. It is a journey from fighting uncertainty to

QO

The river
Luck. The de-
cision was hers.
Figure 12.8: The same structural situation
as Chapter 1. A different outcome. A
different relationship with that outcome.



working with it. The calculations are the same. The frameworks are the
same. What changed is her relationship with not knowing.

This is what the book has been building toward: not techniques that
eliminate uncertainty, but a way of being that embraces it. Not answers,
but better questions. Not control, but agency.

You face decisions under uncertainty. You always will. The question
is not whether you will master uncertainty—you will not. The question
is whether you will become the kind of decider who chooses well
despite it.

The world will deliver outcomes. Some will be good, some bad.
Some you will deserve, some you will not. The outcomes are not yours
to determine.

But the process is yours. The learning is yours. The ongoing
practice of deciding thoughtfully, evaluating honestly, and improving
continuously—this is entirely within your power.

That is the uncertain decider. That is the aspiration. That is the
practice.
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We began this book at a poker table, watching a young professional
face an all-in bet with incomplete information, time pressure, and
meaningful stakes. We return to that table now, a decade later, with
the same professional facing the same structural situation. The cards
have not changed. The mathematics have not changed. What has
changed is everything around the cards and mathematics: the framing,
the integration, the relationship with uncertainty itself.

The techniques we have developed—structuring decisions, valuing
information, understanding reversibility, working in groups, calibrating
confidence, managing time pressure, navigating strategic uncertainty,
separating process from outcome, learning deliberately, building in-
stitutional support—these are not separate tools. They are facets of a
single integrated practice. The uncertain decider perceives through all
of them simultaneously, the way a fluent speaker perceives through
grammar without thinking about it.

But integration is not the final word. Integration serves something
larger: a way of being in relationship with a world that does not offer
certainty. The world gives us probabilities, not guarantees. Choices, not
control. Agency, not omniscience. The uncertain decider accepts these
terms and works within them.

This acceptance is not passive resignation. It is the foundation of
effective action. When you stop fighting uncertainty, you can focus
entirely on what you can actually control: your process, your learning,
your continuous improvement. The energy that once went into anxiety
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and ego protection now goes into becoming better.

Maria will play poker tomorrow. She will face new situations, new
opponents, new uncertainties. She will make some good decisions that
lose and some bad decisions that win. She will review her hands on
Sunday morning, updating her understanding, refining her instincts,
continuing the practice.

That is all any of us can do. The outcomes belong to the universe.
The process belongs to us.

Choose well.
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